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Preface

Chemistry, as a science, was the queen of science in the late nineteenth
century. Likewise, physics, with the discovery and development of fis-
sion and the atom bomb, changed the world in which we lived in the
early twentieth century. Biology will be the science that changes the way
we live in the twenty-first century.

The areas of functional genomics and proteomics will drive discover-
ies in molecular medicine, gene therapy, and tissue engineering. Drug
discovery will be facilitated by the clarification of new target molecules,
and many pharmaceutical compounds will be produced using biological
processes. Environmental management, remediation, and restoration
will also benefit from advances in applied biology. The rate of growth of
knowledge in the field of biology is increasing at a dizzying rate.
Managing vast databases of new knowledge is almost as important as
the creation of that new knowledge.

Today, it is necessary for engineers in a wide range of disciplines and
for other nonbiologists by primary training to have a basic background
in cell biology. Scientists increasingly work in teams comprised of
engineers, scientists of other disciplines, business managers, and
technicians. For each member of the team, it is necessary to under-
stand the language of the other members. Scientists not trained in the
field of cell biology need to be able to understand cell biology-associated
research plans and experimental results to enable them to veto or
approve proposed ideas. They must understand the societal and busi-
ness impact of the research and the costs involved. The objective of
this book is to present up-to-date basic cellular and molecular biology
in an easily understandable way and to give examples of the mani-
festations of biological phenomena and of the practical results of
research.

This book is the first attempt to provide a reference for cell and molec-
ular biology that can be read by engineers and other nonbiologists, and
used as a tool to become familiar with the language of biology. 

xv
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xvi Preface

Applied Cell and Molecular Biology for Engineers begins in Chap. 1
with an overview of the flow of energy that enables life and a review
of biomolecules, the basic building blocks of biology. It progresses to
cell morphology in Chap. 2 where we describe the anatomy and basic
physiology of the cell. In Chap. 3 we address enzymes, without which
cellular reactions would be too slow for life to continue. Enzymes are
reusable catalysts, which speed up chemical reactions without them-
selves being changed.

The middle three chapters deal with cell signaling, energy conversion,
and cell communication, respectively. These three chapters are related
together in the sense that the cell is a transducer which converts energy
from one form to another to facilitate information flow in space or in time.

The overarching theme of biology is the theme of information trans-
fer. In Chaps. 7 and 8 on genetics and cell cycle and division, the con-
cept of information flow across generations is presented. Chapter 9
continues the theme of information transfer and explains how it is pos-
sible for a single cell, the fertilized egg, to pass on the genetic code along
with the information to build a new organism that eventually contains
cells as diverse as bone, muscle, neuronal, or blood cells.

Finally, Chap. 10 tries to tie it all together to make the bridge from the
cellular level to the organismal level, against a systems biology backdrop.

The Structure of the Book

Clinical and application boxes

Each chapter of this book includes at least one “Clinical Box” and one
“Application Box.” These boxes introduce aspects of the material that
can help to motivate the reader's interest. Although the material in the
box may not be critical to understanding the information presented in
the chapter, it reinforces the relevance and usefulness of the material
to medicine and engineering.

Glossary

This is a book about building bridges between disciplines. One of the
challenges is to introduce the reader to the language of biology. Complex
terms enable precise and detailed descriptions, but can be intimidating
to the reader. We provide an additional tool for the reader by using a glos-
sary at the end of the book. Bolded terms appear in that glossary.

Terms in italics sometimes help the reader to recognize the structure
of the paragraph (e.g., when provided with a list of items or topics first,
second, third, . . .). Alternatively, italics are also used to refer to terms
in the text that also appear in the figures, where that reference is
deemed to be helpful.



Preface xvii

An encouragement

In spite of great effort on the part of two editors, seven authors, and
many proofreaders, it is to be expected that mistakes will appear in
this book. We welcome suggestions for improvement from all readers,
with intent to improve subsequent printings and editions.
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Chapter

1
Biomolecules

Walter X. Balcavage, Ph.D.

OBJECTIVES

■ To understand the role of physical forces for chemical reactions
■ To introduce the specific biological role of water
■ To present the various forms of chemical bonds
■ To introduce the major categories of biomolecules

OUTLINE

1.1 Energetics in Biology 2

1.2 Water 9

1.3 Amino Acids, Peptides, and Proteins 14

1.4 Carbohydrates and Their Polymers 20

1.5 Nucleic Acids, Nucleosides, and Nucleotides 24

1.6 Fats and Phospholipids 28

Biomolecules are the fundamental building blocks of all
biological matter and are necessary for the existence of all
known forms of life. The knowledge of the chemical structures
of biological molecules will help in understanding their
biological function and the energy flow in cells. Understanding
biomolecules is important for the progress of molecular
biotechnology, which aims to design new drugs or autonomous
nanomachines that heal wounds and perform surgery.

1
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2 Chapter One

This book is aimed at engineering students and professionals who have
only a limited background in the biological sciences but who, through
need or personal desire, want a broad exposure to the principles that
form the basis of the biological sciences, including medicine. With this
brief disclaimer, it should be clear to the reader that this book is not
intended as a comprehensive treatise on any of these disciplines but
rather as a venue by which the professional nonbiologist can obtain a
working knowledge of the life process.

For professionals, the game of bridging the knowledge gap between
scientific disciplines is a bit like tourists trying to bridge the gap between
cultures. When the tourists are successful they find that they’ve accom-
plished one of the most rewarding tasks they’ve ever encountered.
Similarly, when technical experts bridge knowledge gaps such as those
between engineering disciplines and biology, the results can lead to
exceedingly rewarding personal and professional results. One of the
knowledge gaps alluded to is that of the language and syntax gap that
is ubiquitous between scientific disciplines. In this regard, it is fortunate
that learning the language of biology is no more difficult for the engi-
neer, or scientist from another discipline, than that encountered by a
tourist making their way in a foreign country. The difference, of course,
is that in the biological sciences the building blocks of our knowledge
comprise a well-defined set of atoms, molecules, and chemical reactions
rather than letters, words, and sentences. Additionally, the words bio-
logical scientists use often have very arcane meanings compared to their
conventional usage in everyday language. For example, the term free
energy describes a kind of energy that is anything but free.

With this introduction, it is appropriate that the first chapter of this
book should focus on the very fundamentals of the language of the bio-
logical sciences. As outlined in the following, we will begin by intro-
ducing the fundamental thermodynamic principles that help us
understand the way in which the flow of energy enables the life
process, and then we will go on to define and illustrate the basic
molecular building blocks from which all biological structures are
built.

1.1 Energetics in Biology

1.1.1 Thermodynamic principles

All chemical, physical, and biological processes are ultimately enabled
and regulated by the laws of thermodynamics. Thus, to understand the
life processes of cells and higher life forms, we need to develop a work-
ing knowledge of thermodynamics and then use this knowledge to under-
stand how biological processes are enabled and regulated according to
classical thermodynamic principles.
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Classical thermodynamics involves a consideration of the energy con-
tent of different states of systems where each system is composed of a
number of kinds of molecules or other objects and energy flows between
components of the system and between the system and its environment
with time. There are two basic kinds of thermodynamic systems: open
and closed (Fig. 1.1). Open systems are characterized by a flow of matter
(food and excreta in animals) and energy between the system (the body)
and the environment. Examples of open systems include individual
living cells and the human body, which is an aggregate of cells, and can
be considered as an open thermodynamic system. In contrast, in a closed
system, such as a bomb calorimeter, only energy is exchanged between
the system and its environment. In this discussion of thermodynamic
principles, we will review the first and second laws of thermodynamics
focusing on their relationship to energy flow in living organisms.

The first law of thermodynamics states that the total energy of a system
plus its environment remains constant. While not addressing the vari-
ous forms in which energy can exist, this law declares that energy is nei-
ther created nor destroyed and it allows energy to be exchanged between
a system and its surroundings. In closed system, like a bomb calorimeter,
the only form of energy flow between the system and its environment
is heat. Conversely in an open system, like an animal cell, or the human
body, energy is most obviously exchanged into and out of the system in
the form of heat and energy-rich, reduced carbon-containing molecules
(e.g., sugars) and other matter (e.g., the respiratory molecules oxygen

Figure 1.1 Open and closed systems. In open systems mass and energy readily
flow in and out of the system as illustrated by mass arrows and energy arrows
penetrating the boundary of the open system. In closed systems energy (heat)
moves in and out of the system but mass can neither move into the system nor
out of the system.
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and carbon dioxide). In animals, it is generally the case that matter flow-
ing into the living system contains a high energy potential and matter
flowing out of the system is at a lower energy potential. The energy
changes that occur between these two mass flow events are used to per-
form chemical and physical work processes. Some of the work processes,
such as pumping molecules from compartments of low concentration to
compartments of high concentration and performing biosyntheses, result
in some of the energy remaining stored in the body while the remain-
der is used to perform mechanical work or appears in the environment
as a form of heat. In summary, the ingestion of food and excretion of
metabolic products represent exchanges of mass with our environment
and is a hallmark of an open thermodynamic system.

The process of consuming complex substances from our environment
and excreting simpler breakdown products is also a reflection of the
second law of thermodynamics. The second law of thermodynamics states
that a system and its surroundings always proceed to a state of maximum
disorder or maximum entropy, a state in which all available energy has
been expended and no work can be performed. Entropy (S) and disor-
der are synonymous in thermodynamics. In the absence of the transfer
of mass (food) from our surroundings into the human body, we soon
starve, die, and disintegrate. In the case of plants, the photon energy
from the sun powers photosynthesis, providing plants (and, as a conse-
quence, humans) with high energy-potential, reduced-carbon compounds
like sugars. In these examples, the plant and the animal systems remain
viable as long as a usable form of energy input is available. The systems
continue to expend the available potential energy until they proceed to
a state of maximum entropy with death being one waypoint on the path
to maximum system entropy.

In the conversion of complex foods such as glucose [C6(H2O)6] to sim-
pler products such as CO2 and H2O, energy conversions, allowed by the
first law of thermodynamics, take place.

C6(H2O)6 � 6O2 6CO2 � 6H2O (1.1)

It is these energy changes that are available to perform the chemi-
cal and physical work that keep us alive. This energy is known as
Gibbs free energy (G) although it might have been more profitably
termed usable energy since it certainly is not free but rather is avail-
able at the cost of an aging sun. The entropy change associated with
glucose oxidation, or any similar reaction, is qualitatively reflected by
a change in the ordered spatial relationship of atoms as biochemical
reactants are converted to products. In our example, it should be clear
that the atoms of glucose [C6(H2O)6] are much more highly structured
than the product atoms in CO2 and H2O shown in Eq. (1.1). For any

S
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given state of a system the collective organization of the components
of the system is related to its entropy. Simultaneously, as a consequence
of the same chemical process, the heat content of the molecules, which
is the sum of the heat associated with molecular collisions, the motion
of bonding, and other electrons in the constituent atoms, also changes.
This energy is known as enthalpy (H) and collectively, for a system
in a given state, this heat energy is known as the enthalpy of the
system.

1.1.2 Relationship between entropy (S),
enthalpy (H), and free energy (E)

The quantitative relationship between the different forms of energy in
a system, or in a reaction, going from one state to another is given by
Eq. (1.2), the Gibbs equation, where � represents the quantitative dif-
ference in the energy forms G (Gibbs free energy), H (enthalpy), or S
(entropy) between any two states of a system:

(1.2)

The Gibbs equation applies to all reactions and processes. A general
example is the equilibrium equation (1.3):

(1.3)

In the Gibbs expression [Eq. (1.2)], where T is the Kelvin temperature
of the system, it is clear that the magnitude of the entropic contribution
to the free or usable energy is dependent on temperature (T�S). The
enthalpy, or heat content of the system, is in principal also dependent
on temperature, but in our biological world, and especially in the human
body where reactions take place at constant temperature, molecular
motions and collisions remain the same from one state of the system to
the next. As a consequence, these kinds of contributions to enthalpy
change are generally considered to be negligible. At constant tempera-
ture, the remaining and principal enthalpic source of energy is that
associated with the chemical bonding between atoms in systems. This
energy is known as internal energy (E) and in organic molecules it can
be recognized as the covalent bonds, or forces, that stabilize atoms in
the molecule. At constant temperature, enthalpy can be taken to be
equal to internal energy, and thus the relationship between internal
energy and enthalpy changes between two states can be expressed as
shown in Eq. (1.4).

�H � �E (1.4)

A 1 B dS C 1 D

�G 5 �H 2 T�S



6 Chapter One

Combining Eqs. (1.2) and (1.4) yields Eq. (1.5).

�G � �E � T�S (1.5)

Equation (1.5) states that as a consequence of a reaction or process
going from one constant temperature state to another, the available
useful energy (�G) equals the difference between the changes in inter-
nal or bonding energy (�E) and the changes in organization (�S) of the
atoms involved in the reaction.

The sign, � or �, and the magnitude of each term in the Gibbs equa-
tion is important in determining if a specified reaction or process
described according to the Gibbs equation will proceed spontaneously. If
T�S is positive and greater than �E, then �G will be negative and reac-
tions such as the reaction in Eq. (1.3) will proceed spontaneously to the
right as written. Reactions or processes having a negative �G are called
exergonic. Reactions having a positive �G are called endergonic and
these reactions require the input of energy in some form for the reaction
to proceed in the direction written. For example, Eq. (1.1), the oxidation
of glucose, can be written in the reverse direction, shown in Eq. (1.6), as
a synthesis reaction in which CO2 and H2O are combined to form glucose.

(1.6)

However, notice that in this case we invoke the energy of sunlight (and
implicitly all the photosynthetic machinery of a green plant) to reverse
the entropic and enthalpic changes that result from oxidizing glucose.
In biochemical systems, the free energy decrease of exergonic reactions
is usually associated with a corresponding increase in entropy, although
internal energy changes can also be important. Table 1.1 summarizes
the preceding relationships.

6CO2 1 6H2O h
Sunlight

C6sH2Od6 1 6O2

TABLE 1.1 Relationship Between Thermodynamic Constants Keq, �G�, and the
Terms Exergonic, Endergonic, and Spontaneous.

Exergonic reactions Endergonic reactions

�G� is negative �G� is positive
Equilibrium constant (Keq) is greater Equilibrium constant (Keq) is less than 1
than 1

Spontaneous as written Spontaneous in the reverse of the direction 
written

The equilibrium constant (Keq) is described in Sec. 1.1.3, Eq (1.10). The terms exergonic,
endergonic, and spontaneous are often used to describe the thermodynamic character of
reactions. For example, if the reaction A� B has a negative �G� or an equilibrium constant
greater than 1, it is called exergonic and will proceed to equilibrium spontaneously, as
written, provided a reaction pathway is available.
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To illustrate these thermodynamic relationships, we can consider
more carefully the oxidation of 1 mol of glucose [Eq. (1.6)] where the ini-
tial state of the system/reaction is at the so-called standard concentra-
tion state and proceeds to the equilibrium concentration state under
standard conditions of temperature and pressure according to Eq. (1.7).

(1.7)

In Eq. (1.7), the term �G� has an added prime mark. However, recall
that in classical physical chemistry �G� is the symbol for the standard free
energy change of a system that proceeds from the standard chemical state
(as defined in physical chemistry) to the equilibrium state. However, bio-
scientists have defined a somewhat different set of standard state condi-
tions that reflect the aqueous pH-neutral conditions under which the life
process takes place. Thus, standard biological conditions are defined as
760 mm Hg (1 atm), a hydrogen ion concentration of 10�7 molar (M) (i.e.,
pH 7.0), 298 Kelvin (K), 55.5 M water, and 1 M concentration of all other
reactants and products. The symbols for energy changes that take place
going from these standard biological conditions to the equilibrium state
are given a prime mark as indicated in Eq. (1.7) (i.e., �G�� ) to signify that
they refer to reactions taking place at 55.5 M water, pH 7.0, and 298 K.
Thus, the biochemical standard free energy (�G��) is that available as the
reaction proceeds from the biological standard state (1 M glucose, 55.5 M
water, 1 atm oxygen, 1 atm CO2, pH 7.0, 298 K) to the chemical equilib-
rium state under otherwise standard biological conditions.

The units of free energies are either calories per mole (cal/mol) or
joules per mole (J/mol). Since calories and joules are both currently in
common use, it is important to recall that 1 cal is equal to 4.184 J. Thus,
the change in free energy, or �G��, for Eq. (1.7) is approximately
�686,000 cal/mol, or �2,870,000 J/mol. The value of �686 kcal/mol
(�2870 kJ/mol) for glucose oxidation is a large negative standard free
energy change, which indicates that if a reaction mechanism or pathway
is available, the reaction will proceed vigorously in the forward direction
(as written). This is of course also the direction in which it proceeds in
living organisms that possess abundant mechanistic pathways that enable
organisms to utilize glucose as a source of energy. Standard free energy
changes have been tabulated for most of the known biochemical reactions
and can be found in many reference texts as well as on the Internet.

1.1.3 Entropy as driving force 
in chemical reactions

As a consequence of the preceding considerations, it follows that energy
available from a reaction having an initial concentration state different

C6sH2Od6  1   6O2 Sd  6CO2  1   6H2O  �G8r 5 2686 
kcal
mol
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than the standard concentration state will not be equal to that specified
as �G��. To evaluate the actual energy available from a reaction that is
at other than the standard state, the free energy needs to be evaluated
taking into account the prevailing reaction conditions. Thus, the free
energy of a reaction when the initial reactant concentrations are other
than 1 M (�G�) is given by Eq. (1.8).

(1.8)

In this expression, the brackets signify that we mean concentration,
in molarity, and R is the gas constant, 1.987 cal/mol·K, or 8.134 J/mol·K.
An important observation related to Eq. (1.8) is that when the reaction
is in the standard state, the ratio of reactants to products is 1, the log
of 1 is 0 and thus �G� � �G��!

Equation (1.8) reflects, in mathematical terms, the fact that the actual
energy available from a reaction depends on its standard free energy
plus (or minus) an energy contribution determined by the prevailing con-
centration of reactants and products. Clearly, in the human body, the
concentrations of reactants and products for metabolic reactions are
almost never that of the standard state; therefore, in vivo �G�� is almost
never representative of the actual energy available from a metabolic
reaction.

Reactions that are at equilibrium under biological standard state
conditions of temperature, pressure, and pH cannot proceed sponta-
neously to any new biologically relevant state, and thus they cannot
provide any useful biological work. Consequently, it can be said that the
thermodynamic cause of death is that the reactions responsible for
maintaining life have come to biological equilibrium. A more precise way
of expressing these ideas is to note that at equilibrium, �G� � 0. As a
consequence of this relationship, Eq. (1.8) can be algebraically modi-
fied to yield Eq. (1.9).

(1.9)

Since, at equilibrium, the ratio of [product]/[reactant] is equal to
the equilibrium constant (Keq), Eq. (1.9) is often written as shown in
Eq. (1.10).

�G�� � �2.303 RT log Keq (1.10)

From Eq. (1.10), it is apparent that at 298 K, �G�� is equal to Keq mul-
tiplied by a collection of constants. In Eq. (1.11),we explicitly identify all

�G8r 5 2 2.303 RT log
[products]
[reactants]

�Gr 5 �G8r 1 2.303 RT log
[products]
[reactants]
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the constants that impact Keq. and then simplify Eq. (1.11) as shown in
Eq. (1.12).

�G�� � �2.303 � 8.134 � 298 degrees � log Keq (1.11)

�G�� � �5582 � log Keq (1.12)
joules
mole

joules
degrees 3 mole

Figure 1.2 Dipolar water molecule. The figure
shows the two covalent H-O bonds and the partial
charges on the hydrogen and oxygen atoms which
are the result of bonding electrons being displaced
toward the oxygen nucleus with its relatively high
positive charge.

Thus, at room temperature, or 25�C, the standard free energy of a bio-
logical reaction is simply �5.58 kJ/mol multiplied by the log of the equi-
librium constant. The equivalent value for body temperature, 37�C or
310 K, is 5.80 kJ/mol.

1.2 Water

1.2.1 The biologically significant molecular
structure of water

In our biological view of thermodynamics, we defined a set of standard
biological conditions that are different from those usually encountered
in classical discussions on chemistry or physics. One of the more promi-
nently different set of conditions we noted were those applied to water,
which is the universal biological solvent. Thus, it seems appropriate to
turn our attention to water and consider the basis for its special treat-
ment in biological chemistry.

First, water is the dominant molecular species in most animals,
plants, and cells comprising about 65% of the mass of the human body.
Water is the main biological solvent, with most of the biochemical reac-
tions in microbes, plants, and animals taking place in the aqueous com-
partments that make up cells and complex organisms. The special
properties of water that make it the universal biological solvent are
related to the spatial distribution of electrons in the two covalent bonds
that exist between the oxygen atoms and the hydrogen atoms that com-
prise molecular water (Fig. 1.2). The nucleus of the oxygen atom with
its eight protons is strongly electrophylic compared to the hydrogen

O
δ+ H H δ+

δ–
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atom with its single positive nuclear proton. As a consequence of these
unequal nuclear charges, the electron pairs that constitute the covalent
bonds are, on average, markedly displaced toward the oxygen atom and
generate a partial negative charge (d�) on the oxygen as illustrated in
Fig. 1. 2. The displacement of the bonding electrons away from the hydro-
gen atoms asymmetrically unshields the protons that comprise the
hydrogen nuclei. It results in the appearance of a partial positive charge
(d�) on each of the hydrogen atoms, and that partial charge is directed
away from the oxygen atom. Because of these partial charge separations,
water molecules are often described as molecular dipoles having par-
tial charges on opposite sides of the molecule.

1.2.2 Hydrogen bonding

In bulk water, the charged regions of individual water molecules inter-
act electrostatically with oppositely charged regions of neighboring
molecules resulting in a highly structured matrix of molecules where
partial positive charges on one molecule interact with partial negative
charges on neighboring molecule, as shown in Fig. 1.3. The resulting
dipole-dipole interaction is unusually strong having some of the qual-
ities of both electrostatic and covalent bonds, and thus has acquired a
special name, the hydrogen bond (H bond). The enthalpic contribu-
tion to the energy of a system comprised of hydrogen bonds is in the
range of 1 to 10 kcal/mol of H bond. The energy of H bonds in water is
generally being taken to be about 5 kcal/mol. The latter value, although
about 10 times lower than the covalent O-H bonds in water molecules,
imparts considerable stability to aqueous biological systems since the
room temperature (25�C) energy available to thermally destabilize bonds
is about 10 times lower than the water-water H bond energy.

In the crystalline form of water that we deal with in everyday life, it
is generally concluded that each water molecule is hydrogen bonded to
four other water molecules resulting in formation of the familiar mate-
rial known as ice. As the temperature of water ice is raised above the

Figure 1.3 Tetrahedrally bonded crystalline ice. The
central water molecule is shaded. The broken lines
represent hydrogen bonds.
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freezing point, hydrogen bonds break resulting in the formation of
evanescent clusters of hydrogen-bonded molecules that wink in and out
of existence as H bonds form and reform with a half-life of about 10
picoseconds (ps). The loss of the stable crystalline structure results in
liquid water having a higher density than ice-state water and provides
the basis for the fact that ice, with its lower density, always floats in
water. The continuing presence of considerable intermolecular H bond
structure in room temperature water and its practical significance is
easily evidenced by the inexpert high divers who learn very rapidly not
to have large areas of their body, like their belly, flop into the water, fast
and all at the same time.

1.2.3 Functional role of water in biology

In biological systems, where water is the solvent and solutes are present
in relatively low concentration, the water is generally considered to be
present at a concentration that is not significantly different than that of
pure water (55.5 M). This high concentration of water is very effective in
dissolving and solvating ions such as sodium (Na�) and chloride (Cl�). In
these organized complexes, water dipoles form highly oriented spherical
shells around each individual ion with the countercharge of the water
dipoles oriented toward the charge of the solvated ion. The spatial extent
and stability of these oriented hydration spheres are directly proportional
to the surface charge density of the ion. Likewise, polar organic molecules
such as alcohols and sugars, as well as ionized organic molecules such as
acids and bases, dissolve in water as a consequence of similar hydration
effects. As we will see later in our examination of biological membranes
(Sec. 1.6.2), the interactions of water dipoles is also important in helping
stabilize the organization of nonpolar molecules like fats and lipids into
organized lipid structures like biological membranes.

While pure water and water in biological systems are largely in the
form of rapidly shifting molecular clusters, some water dissociates pro-
ducing equivalent amounts of hydrogen (H�) and hydroxyl (OH�) ions.
The extent of this dissociation is small but significant, resulting in equal
H� and OH� concentrations of 10�7. The special importance of hydro-
gen ions in biology and chemistry has led to the development of the pH
scale of H� measurement to facilitate the discussion and description of
H� concentrations. The pH of a hydrogen ion containing solution is
simply the negative log of the hydrogen ion concentration as shown in
Eq. (1.13).

pH � �log [H�] (1.13)

Thus, the pH of a 10�7 M solution of H� is 7.0. Although there are strik-
ing individual exceptions, it is generally the case that the intracellular
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and extracellular compartments associated with living cells and organ-
isms are tightly regulated in the range between pH 5.0 and pH 7.5, and
hydrogen ion concentrations outside this range are unfavorable for the
vast majority of life forms. One biologically important exception to this
generalization is the pH of the stomach, in which the gastric juice has a
pH of about 0.7 to 3.8 (see Clinical Box 1.1).

CLINICAL BOX 1.1
Why Doesn’t Your Stomach Digest Itself?

Tight regulation of the body’s pH around 7.4 is a hallmark of homeostasis,
the maintenance of a stable internal environment. This is important since
biomolecules including catalytic proteins (enzymes) have evolved to function
best near a neutral pH, say between pH 7 and 8. For example, higher or lower
pHs result in abnormal protonation or deprotonation of protein R groups,
which often leads to marked changes in the protein’s normal function with
the result that strong acids and bases are often considered to be cell toxins.

Consequently, it is striking that parietal cells, located in the stomach wall
of humans and other animals, secrete vast quantities of H� in response to
consumption of food. The role of acid secretion by parietal cells is to hydrolyt-
ically destroy ingested microorganisms and to denature (unfold) and help
hydrolyze (i.e., digest) proteins. In this process, parietal cells create an
extracellular pH adjacent to the interior of the stomach wall that is in the
vicinity of pH 1, with a resultant pH of about pH 2 to 3 when the secreted
acid is mixed into the chyme, or homogenized contents, of the stomach.
Exposure of most body tissues to such high acid conditions would result in
severe acid burns. This raises the question: How does a gastric mucosa cell
then protect itself from the gastric acidity? The answer lies in the fact that
there are millions of goblet cells in the gastric mucosa, or stomach lining,
that secrete a viscous, aqueous solution of mucus, which also contains HCO3

�

ions. The mucus with its acid neutralizing HCO3
� buffer forms a thick gel

layer that covers the surface of the gastric mucosa and prevents the epithe-
lial cells from contacting the acid chyme.

The weakening of these mucosal defense mechanisms results in ulcerations
and eventually gastric ulcer disease. A variety of factors including excessive
alcohol and tobacco consumption, stress, and nonsteroidal anti-inflammatory
drugs such as aspirin can lead to erosion in the lining of the stomach.
Additionally, there is also a positive correlation between Helicobacter pylori
(H. pylori) bacterial infection and the incidence of gastric and ulcers of the
small intestine. H. pylori produces large quantities of the enzyme urease,
which hydrolyzes urea to produce ammonia. The ammonia neutralizes
the gastric acid in the bacteria’s immediate environment thus protecting
the bacteria from the toxic effects of its normally toxic acid environment.
It is remarkable how some cells find a way to survive even in the dead-
liest environment.
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The importance of pH to the life processes becomes even clearer when
we consider the fact that there are a series of weak electrolyte chemi-
cal systems in organisms whose principal role is to maintain a viable pH.
The main players in this complex system of acid/base buffers are phos-
phoric acid and carbonic acid, which help maintain a relatively con-
stant internal chemical state, different from the equilibrium state,
and which is compatible with life. This life-compatible, internal state
is known as homeostasis and applies to all conditions such as pH,
osmolarity, temperature, energy supply, and so on. Intracellular and
extracellular pH homeostasis is maintained by a complex interplay of
the two sets of weak acid dissociation reactions shown in Eqs. (1.14)
and (1.15).

H3PO4 L H2PO4
�1

� H�
L HPO4

�2 � 2H�
L PO4

�3
� 3H� (1.14)

CO2 � H2O L H2CO3 L HCO3
�1

� H�
L CO3

�2
� H� (1.15)

For aqueous systems, we generally understand a chemical system to
be a most chemically effective acid buffer when there are nearly equal
amounts of H� donors and H� acceptors available, and when the ten-
dency for H� to dissociate from the donor species or associate with the
acceptor species is equivalent. Chemically these best buffering conditions
can be related to the equilibrium constant for the buffering reaction.
Phosphoric acid can dissociate 3 H� each having a different affinity (or
equilibrium constant) for the parent molecule so that they each dissoci-
ate at a different H� concentration. Optimal buffering usually occurs at
pH values that are numerically related to the equilibrium constant as
shown in Eq. (1.16).

pH(max buffer capacity) � pKa where Ka is the equilibrium constant (1.16)

Phosphoric acid dissociates 3 H�, and the three equilibrium constants
or pKas for each dissociation are close to 2, 7, and 12, respectively, for
the first, second, and third dissociation reactions shown in Eq. (1.14).
Since the homeostatic pH is closest to 7.0, it should be clear that in bio-
logical systems the bolded reaction step in Eq. (1.14), which dissociates
the second of the three H�, is the biologically significant buffer reaction
and that H2PO4

�1 and HPO4
�2 are the biologically important H� donor

and H� acceptor, respectively.
The situation with the carbonic acid buffer reaction [Eq. (1.15)] is com-

plicated by the fact that this buffer system involves gaseous CO2, which
is in abundant supply in the atmosphere and is also a main intracellu-
lar product of energy metabolism. Both of these sources of CO2 impact
the distribution of the components of the carbonic acid buffer system.
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When the partial pressure of CO2 is taken into account in physiologically
relevant pH calculations, it is found that under normal atmospheric CO2

partial pressure the carbonic acid/bicarbonate system is a potent con-
tributor to the regulation of human pH homeostasis slightly above pH 7.0.

1.3 Amino Acids, Peptides, and Proteins

1.3.1 Peptide bonds

While hydrogen bonds are relatively weak, most biological materials
including proteins, sugars, fats, and nucleic acids are composed of mol-
ecules in which the constituent atoms are linked together by covalent
bonds. In covalent bonds, two electrons are shared between the bond-
ing orbitals of the joined atoms. These bonds range in enthalpic energy
from about 250 to 400 kJ/mol with the exact value depending on the
atoms involved. For example, carbon-carbon bonds have an average
energy of 348 kJ/mol, while carbon-nitrogen bonds and carbon-oxygen
bonds have energies of 293 kJ/mol and 358 kJ/mol, respectively.

In the biological sciences, there are a number of specially named cova-
lent bonds that have achieved this recognition as a consequence of their
biological importance. However, no other covalent bond has received
the attention of that which joins the amino acid monomers that comprise
the polymeric structures known as peptides and proteins. The basis for
the extensive study of covalence in protein structure lies in the fact that
proteins are primarily responsible for catalyzing the innumerable array
of chemical reactions that maintain life. Thus, it is fitting that we begin
our consideration of biological molecules with the study of the amino
acids and the peptide bond, which is the specially named bond that
links amino acids into covalent polymeric structures. These structures
include small peptide hormones with fewer than 10 amino acids, up to
commonly encountered proteins with an amino acid content ranging
from several hundred to more than one thousand. With the 20 different
amino acids having an average molecular weight (M.W.) of 120 daltons
(Da), the later values correspond to approximate molecular weights of
1200 Da for a 10 amino acid peptide and 60,000 Da for a 500 amino acid
protein. One of the largest proteins discovered is titin, a muscle cell
protein comprised of 27,000 amino acids with a corresponding M.W. of
about 3.2 � 106 Da.

1.3.2 Amino acids

Although there are a large number of amino acids known in nature and
in the laboratory, animal proteins are almost exclusively constructed from
20 well-known amino acids. These 20 amino acids are more appropriately
referred to as stereospecific, L form, (a) amino acids. Structurally, each
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of them can be characterized as having a hydrogen atom (H), an amino
(NH2) group, a carboxylic acid (COOH) group, and a unique functional
group (generalized as R) attached to the tetrahedral a-carbon as shown
in Fig. (1.4). According to standard chemical nomenclature, the atom
next to the carbon atom that bears the molecule’s main functional group
is known as the a-carbon. In the case of the common amino acids, the
main functional group is the dissociable, acidic OH group of the car-
boxylic acid. By extension, the next further carbon from the main func-
tional carbon is the b-carbon, and so on.

Other than glycine, all the remaining amino acids have four different
substituents attached to the a-carbon, and because of this they can exist
in two structurally different chiral or optically active forms, a dextro-
rotatory (d or +) form, and a levorotatory ( l or −) form. The defining fea-
ture of chiral molecules is that they are nonsuperimposable mirror
images of each other. The l form, which is that found in most human pro-
teins and peptides, rotates plane-polarized light counterclockwise while
the d form rotates plane-polarized light in the clockwise direction. These
two forms (d and l) are also known as optical isomers or enantiomers.

1.3.3 Polypeptides

Figure 1.5 depicts the structure of the 20 common amino acids grouped
according to the chemical functionality of their R groups, which remain
unmodified during polypeptide synthesis and provide the characteristic
molecular reactivity of the final polymer. In contrast, the invariant car-
boxylic acid and amine group associated with the a-carbon react with cor-
responding groups on linked amino acids to produce the carboxy-amino
linkage, which in organic chemistry is known as amide bond and in biol-
ogy as a peptide bond. The dehydration reaction between alanine and
tyrosine to produce water and the peptide bond of alanyl-tyrosine is shown
in Fig. 1.6. All peptide bonds are formed via this mechanism. In Fig. 1.6,
the four key atoms associated with the peptide bond, and which provide
the peptide bond a set of unique structural features, are emphasized by
shading. The carbon-nitrogen, or peptide bond in the shaded region has
a partial double bond characteristic resulting in all of the atoms in the

Figure 1.4 Generic structure of
amino acids (AA). An H atom, an
amino group (NH2), a carboxylic
acid group, and an R group, that
is different for each amino acid,
are covalently bound to a central
a-carbon (arrow). The unique R
group provides each AA its
unique chemical properties.
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shaded region of Fig. 1.6 being rigidly coplanar. Consequently, molecular
rotation about the peptide bond is severely limited. This latter steric
restriction and the additional steric hindrance donated by bulky or
charged R groups are key factors that define the final three-dimensional
structure of polypeptides and proteins. It is that native, chemically
induced structure that critically defines a polypeptide’s biological function

Figure 1.5 The 20 common amino acids. The amino acids are grouped according to
the chemical reactivity of their R groups.
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as will be outlined in the following chapters. Polypeptides and proteins
are presented as critical elements for cell metabolism (Chaps. 3 and 5),
cell communication (Chaps. 4 and 6), and for regulation of cell division
(Chaps. 7 and 8) and cell development (Chaps. 9 and 10).

Figure 1.7 illustrates the arrangement of four amino acids prior to
bonding, with arrows indicating carboxyl and amino groups where dehy-
dration and peptide bond formation can take place. In this illustration,
the atoms involved in forming the backbone structure of the polymer and
the relationship of the R groups to the nascent backbone become readily
apparent.
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Figure 1.6 Formation of a peptide bond between alanine and
tyrosine. The acid function of the amino acid alanine con-
denses with the a-amine of the amino acid tyrosine to split
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1.3.4 Proteins

As can be noted from the structure of the R groups of the amino acids,
many contain substituents that are either fully ionized at physiological
pH (aspartate and lysine for example) or possess partial charges and are
thus polar, such as the tyrosyl hydroxyl. The consequence of these facts
are that fully ionized R group substituents such as �NH3

� and �COO�

can form intramolecular electrostatic bonds and cause polypeptide
chains to fold back on themselves. Similarly, R groups that are distant
from each other in the polymer chain and that are capable of forming
hydrogen bonds can interact intramolecularly, further stabilizing the
folded three-dimensional conformer of a protein. As can be gleaned from
the latter, distant intramolecular protein reactions are dependent on the
amino acid sequence of the molecule which of course differs from pro-
tein to protein.

Thus, the combination of hydration spheres surrounding exposed ion-
ized R groups, hydrogen bonds formed between water and exposed R
groups, intramolecular hydrogen bonding, intramolecular electrostatic
bonding, and the steric conformational restrictions imparted by the
rigidly configured peptide bond atoms, all combine to determine a pro-
tein’s final three-dimensional structure which is normally considered to
be its energetically most stable state.

Didactically, proteins are said to have four levels of structure, with
the first three levels leading to the three-dimensional configuration of
the protein. The first level, or primary structure, simply refers to the
linear sequence of amino acids in the structure. The secondary struc-
ture reflects the three-dimensional arrangement of the amino acids
with respect to its peptide bonded neighbor. The most well-known sec-
ondary protein structure is the �-helix. Figure 1.8 shows the struc-
ture of hemoglobin, where most of the amino acids form a-helices
connected by short nonhelical elements. In a-helices, the string-like
peptide backbone is arranged in the form of a right-handed coil or
helix, and this structure is favored by the steric constraints of the
peptide bond and hydrogen bonds that bridge the gap between adjacent
turns of the helix. Thus, the coil, or helix structure, is favored by the
steric constraints of the peptide bond discussed earlier and stabilized
by hydrogen bonds between adjacent coils. Each 360� turn of the
a–helix is comprised of about 3.6 amino acid residues whose R groups
are oriented perpendicularly to the axis of the helix and allow each dif-
ferent primary structure to present a unique reactive surface to its
environment. The insertion of certain amino acids, such as proline,
known as a–helix breakers, destroy the continuity of the a–helix
because of steric inability of those amino acids to take part in helix
structure. When this occurs, bends and folds can and do occur in the
helix so that sections of a–helix, known as domains, can fold back on
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each other much like sausages in the grocery store. Domains are sta-
bilized in a variety of parallel and antiparallel configurations by inter-
helix bonds, including electrostatic bonds, hydrogen bonds, and van
der Waals forces. The latter are forces between molecules, which
arise from the polarization of molecules into dipoles as explained ear-
lier. Occasionally, cysteine groups that are distant from each other in
the primary structure find themselves to be neighbors upon protein
folding. In many of these instances, the SH groups associated with the
two cysteine residues oxidize to form an S-S or disulfide bond, thus
adding covalent stabilization to the folded structure. The net result of
the primary structure forces, the secondary structure forces, and all
interhelix interactions plus solvent effects lead to a final three-
dimensional configuration of a protein, the protein’s tertiary structure.

Figure 1.8 Hemoglobin. Four individual globularly folded
polypeptide chains (two a-chains and two b-chains) that com-
prise the tetramer protein known as hemoglobin. The four indi-
vidual monomers are linked by van der Waals forces,
electrostatic bonds, and hydrogen bonds to result in the qua-
ternary structure illustrated in the figure. (Public domain
figure produced by R. Liddington; Z. Derewenda; E. Dodson; 
R. Hubbard; G. Dodson and displayed in H.M. Berman, J.
Westbrook, Z. Feng, G. Gilliland, T.N. Bhat, H. Weissig, I.N.
Shindyalov, P.E. Bourne “The Protein Data Bank” Nucleic
Acids Research 2000, 28, 235–242.) 
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Many enzymes have a spherical or globular tertiary structure while
other kinds of proteins with fewer helix-breaking residues form long
fibrous helical stretches. Collagen, which is the dominant structural
protein in the human body, is one such long fibrous molecule. In the final
structure of collagen, the long helical collagen molecules are arrayed par-
allel to each other. The bundles of collagen molecules are twisted to
form a super helix in which the neighboring molecules are locked
together by intermolecular bonding, leading to a discrete multimolecu-
lar structure known as quaternary structure (the fourth level of protein
structure). The folded structure of hemoglobin, which is a molecular
tetramer, is shown in Fig. 1.8. The interactions between each of the
four proteins that make up hemoglobin stabilize the molecule resulting
in the quaternary structure of hemoglobin.

1.4 Carbohydrates and Their Polymers

1.4.1 Monosaccharides

Like amino acids there are a large number of significant carbohydrates
found in nature. Carbohydrates are known either as aldoses or as alde-
hydic polyols because of the aldehydic carbonyl at carbon atom 1 (C1) and
extensive hydroxyl (OH) substitution. Carbohydrates also exist as ketoses
having an internal carbonyl or keto group (�O) generally at C2, and
again, many alcohol (OH) substituents on the carbon chain. Figure 1.9
illustrates these structures for a 6-carbon aldohexose and a 5-carbon
aldoribose. Although there are many different kinds of carbohydrate
monomers, three members of the family, glucose, ribose, and 2-deoxyribose
dominate in biological importance. Glucose is important because it is the
key product of photosynthesis, and thus ultimately the main dietary
source of energy for nonphotosynthesizing forms of life. Glucose is most
familiarly known as the dominant monomer of the very large molecular
weight, polymeric compounds glycogen, starch, and cellulose. Ribose and
2-deoxyribose (lacking the OH on C2) dominate because of their role in
the polymeric backbone structure of the genetic materials ribonucleic acid
(RNA) and deoxyribonucleic acid (DNA), respectively.

A single molecule of glucose or any other similar sugar is known as a
monosaccharide. Figure 1.9 shows the open-chain chemical structures
of the D enantiomer of glucose, one member of a large family of 6-carbon
monosaccharides (or hexoses), and that of the D enantiomer of the
5-carbon monosaccharide ribose (generically a pentose), along with their
biologically most active cyclized D and L enantiomers. Chemically, glu-
cose and ribose are aldehydes as indicated by the aldehydic oxygen on
C1 of both open-chain structures, and thus these compounds and other
isomers of their respective families are often known as aldohexoses and
aldopentoses, respectively. In both cases, the open-chain structures
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readily undergo intramolecular cyclization to produce the closed-ring
structures shown, with the new intramolecular bond being chemically
known as an acetal.

The closed-ring acetal forms of the 5-carbon, 6-carbon, and 7-carbon
monosaccharides are the forms involved in biological reactions such as
synthesis of polymeric glucose structures including starch, glycogen, and
plant cell walls. Likewise, the cyclic structures shown are the forms of
the compound involved in energy and nucleic acid metabolism and which
are ultimately broken down to CO2 and H2O (mainly glucose) during the
course of metabolism producing usable energy to maintain life.

Given the complexity of substitutions on the carbon chain, it should
be apparent that the monosaccharides like glucose and ribose can exist
as a number of structurally different isomers. The main isomer of glu-
cose that is found in nature is the compound shown in Fig. 1.9, which
is known as the D-enantiomer. The D-enantiomer form of monosaccha-
rides is determined by the configuration of substituents around the
asymmetric carbon atom farthest from the main functional group of
the molecule. In glucose the main functional group is the C1 aldehyde.
Consequently, in glucose C5 is the asymmetric carbon farthest from
the aldehyde and with the hydroxyl written to the right as shown, we have
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the D form. The L form (not shown) has the OH group on C5 written to
the left with all other substituents on the molecule remaining as shown
for D glucose. During intramolecular cyclization or acetal bond forma-
tion, ring closure takes place between C1 and C5 and results in C1
becoming a new asymmetry center, with the newly asymmetric C1 atom
being known as the anomeric carbon. Since ring closure can take place
with the new OH group on either side of the plane of the ring, two iso-
mers are possible. These isomeric forms have been designated a and b.
Figure 1.9 illustrates the structure of the a and b isomers, or anomers,
around C1 for the pyranose forms of glucose and the furanose forms of
ribose. In the a forms, the OH groups on C1 and C2 are on the same side
of the ring, generally depicted downward, while in the b forms the C1
and C2 OH groups are on opposite sides of the ring with the C1 OH gen-
erally being depicted upward. Although we will not discuss them here,
there are a very large number of other structural isomers of hexoses
and pentoses as well as isomeric forms of trioses (3 carbon), tetroses
(4 carbon), and heptoses (7 carbon), many of which have significant
albeit specialized roles in biology that will be encountered throughout
this book.

1.4.2 Oligosaccharides and
polysaccharides

Clearly, with the multitude of functional groups, monosaccharides have
the ability to undergo a variety of chemical reactions to produce many
new compounds. Among the more common of these are additions of car-
boxyl, acetyl, and amino groups at various locations on the parent mono-
saccharide. However, by quantity, the most important kinds of reactions
that monosaccharides undergo are their reaction with other monosac-
charides to produce a family of familiar disaccharides and the very large
carbohydrate polymers known as glycogen, starch, and cellulose.

The most familiar dietary disaccharides are maltose, lactose, and
sucrose whose monosaccharide reactants and disaccharide product
structures are shown in Fig. 1.10. As in earlier discussions of important
biological covalent bonds, the covalent link between the anomeric carbon
of one monosaccharide and the OH group of a second saccharide (or
another molecule containing an OH) is known as a glycosidic bond,
and the product molecules are generically referred to as glycosides. For
example, lactose, maltose, and sucrose can be referred to as glycosidic
molecules with the bond being designated as “1�4,” “1�4,” and “1�2”
glycosidic bonds, respectively. The latter nomenclature is used to identify
the carbon atoms involved in the glycosidic bond. Many other disaccha-
rides, trisaccharides, and tetrasaccharides, collectively known as oligosac-
charides, are found in nature with some having specialized biological
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functions while others are merely partial degradation products of larger
molecules such as glycogen.

In humans and other animals, the most important polysaccharide is
glycogen, also known as animal starch because of its similarity in
molecular size, structure, and composition to plant starches which were
discovered earlier than glycogen. In the human body, glycogen is found
principally in liver and muscle where it acts as a reservior of glucose
monomers, acting much like a glucose buffer in an animal’s energy econ-
omy. Glycogen comprises about 1% of human muscle mass, and an adult
human liver contains about 110 g of glycogen. This huge polymer has a
molecular weight range of 106 to 107 Da, depending on the exact number
of glucose residues in the molecule. Glycogen along with fat provide the
main energy stores of the body. Glycogen and starch are constructed
entirely of glucose monomers linked mainly by a 1�4 linkages like those
that connect the glucose monomers in the disaccharide maltose (Fig. 1.10).
Although shown more frequently in our glycogen model (Fig. 1.11), in
nature 1 out of every 12 glucose monomers in a glycogen chain also is con-
nected to a second glucose monomer in a 1�6 linkage, each such linkage
producing a branch off the main glycogen chain as shown in Fig. 1.11.
Multiple branches like those shown in the figure produce a highly compact
spherical molecule.
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1.5 Nucleic Acids, Nucleosides,
and Nucleotides

The most important biological role of ribose and 2-deoxyribose is to act
as structural components of polymeric RNA and DNA, respectively.
Thus, this is an opportune time to shift our attention to the role of 
5-carbon furanoses in the structure and formation of nucleosides,
nucleotides, and the polymeric nucleic acids formed from the ribo and
deoxyribo forms of the nucleotides. However, before we turn our attention
to these genetically crucial macromolecules we need to introduce the het-
erocyclic compounds, or so called, nucleic acid bases, into our discussion.
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Figure 1.11 Section of a glycogen or starch molecule. The initiation
point for synthesis is at the base of the chain and 1�6 branch
points are added subsequent to main chain formation. The final
glycogen molecule has a molecular weight of 1 � 106 to 1 � 107 Da,
is spherical in three-dimensional structure, and highly hydrated.
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It is important to identify their role in forming the reactive species
known as nucleosides and nucleotides, the nucleosides being the pre-
cursors to their respective nucleotide and the nucleotides being the
building blocks of the nucleic acids, DNA and RNA.

The main biologically significant heterocyclic organic compounds are
known in biology as nucleic acid bases and are derived from the
parent compounds purine and pyrimidine whose structures are shown
in Fig. 1.12. Substitutions on the purine heterocyclic result in forma-
tion of the purine bases adenine and guanine, while substitutions on
pyrimidine lead to the common pyrimidine bases uracil, cytosine, and
thymine. In cells, the purines and pyrimidines mainly exist covalently
bound to either ribose or 2-deoxyribose and phosphate to produce the
biologically active form of the bases.

When coupled to ribose (as shown in Fig. 1.12) or to 2-deoxyribose (not
shown) the resulting compounds are known as ribonucleosides (e.g.,
adenosine and uridine) and deoxyribonucleosides (e.g., deoxyadenosine
and deoxyuridine). In most biosynthetic reactions, the nucleosides
enter reactions in the form of their mono-, di-, or triphosphate adducts
on the number 6 carbon of the furanose ring, which are then known
as mono-, di-, or triphospho nucleotides. Examples of the latter
structures are illustrated in Fig. 1.13 for the adenosine nucleotide
series, adenosine monophosphate (AMP), adenosine diphosphate
(ADP), and adenosine triphosphate (ATP). It is important to note that
the phosphate moiety in AMP is bound to ribose via an ester link
while the interphosphate linkages in ADP and ATP are formally anhy-
dride bonds. The significance of this observation is that the stan-
dard free energy of hydrolysis of esters is about �3 kcal/mol, while
under comparable conditions the standard free energies of hydrolysis
of the anhydride bonds in ATP are about �7.5 kcal/mol, and thus the
phospho anhydride bonds of all nucleotides are known as high-energy
phosphate bonds.

Nucleotide triphosphates, mainly ATP, provide much of the thermo-
dynamic driving power for metabolic reactions as shown in Chap. 5.
For example, glucose is a relatively inert molecule and requires activa-
tion before it can participate in metabolic reactions. Biologically, acti-
vation is effected by reaction with ATP as shown in Eq. (1.17).

ATP � Glucose ADP � Glucose-6-phosphate

(1.17)

Since �G�� for hydrolysis of ATP into ADP and phosphate is about
�7 kcal/mol and since �Go

� for the coupled reaction shown in Eq. (1.17)
is about �4 kcal/mol, it follows that about 3 kcal/mol of ATP energy is

G8r 524 
kcal
mol

Sd
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Figure 1.12 Nucleic acids and nucleosides. The nucleic acid bases adenine and guanine
are derived from purine, the nucleic acid bases uracil, cytosine, and thymine are derived
from pyrimidine. When covalently bonded to a furanose, either ribose or 2-deoxyribose,
they are called nucleosides. 
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used to drive the synthesis of glucose-6-phosphate and thus allows glu-
cose to be “activated” and enter metabolism. Reactions of this nature,
where energy resident in a nucleotide triphosphate bond is used to drive
an otherwise unlikely, biological reaction, are ubiquitous in nature.

From a reproductive biology perspective, the high-energy bonds of
the triphosphonucleotides are likely to be viewed as most important in
driving the synthesis of genes, that is, DNA, as well as the various
species of RNAs that are critical in expressing the biological messages
of inheritance that are coded in DNA (see Chap. 7). The general reaction
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involved in forming the nucleic acids is shown in Eq. (1.18) where “n”
high energy triphosphonucleotides are shown to combine to yield a poly-
mer linked by ester bonds that contain the same number of bases plus
twice the number of free phosphate residues as in the original triphos-
phonucleotide reactant pool.

n (triphosphonucleotides) N (phosphodiester polymer)n bases

� 2n (phosphate)
(1.18)

A 4-nucleotide section of a single strand of a DNA molecule is dia-
gramed in Fig. 1.14 illustrating individual phosphoester bonds and the
phosphodiester linkages involved in producing nucleic acid polymers. Notice
that the polymer backbone is composed of alternating 2�-deoxyribose furan
rings and phosphodiester linkage, and that the acid OH group on the
phosphates are largely in the dissociated form (O�) resulting in a highly
negatively charged nucleic acid backbone structure. Unlike glycogen,
there are no regular covalent branch points in nucleic acid polymers and
thus the nucleic acid molecules, ranging in base content from several
thousand to many millions, are exceedingly long molecular strands which
in cells are very efficiently packaged into a variety of compact struc-
tures that are described in Chap. 7. In cells, nucleic acids exist in many
molecular forms and are highly modified by chemical reactions on the
purine and pyrimidine rings. Chapter 7 outlines the structure and role
of the nucleic acids including DNA, messenger RNA (mRNA), transfer
RNA (tRNA), and ribosomal RNA (rRNA), as well as other more recently
recognized species that are critical players in regulating the expression
of genes.

1.6 Fats and Phospholipids

While there are a multitude of kinds of biomolecules, the final discrete
class that we will deal with in this chapter includes the fats and lipids.
These molecules are classed together mainly as a consequence of the fact
that they contain moderately long stretches of mostly saturated, cova-
lently bonded carbon atoms, are relatively insoluble in water, and are
generally soluble in organic solvents. There are two main biological
functions of this class of molecules. First, saturated hydrocarbon chains,
mainly the fats, represent the principal and most chemically efficient
storage form of biological energy. Second, a special class of lipids, known
as phospholipids, are principal players in forming the hydrophobic bar-
rier of cell membranes which separate the aqueous extracellular milieu
from the mainly water-soluble material that comprises the cytosol or
intracellular compartment of cells.



Figure 1.14 Four nucleotide section of a DNA molecule. Note the 2-deoxy form of the ribofuranose rings used in DNA formation and the
residual triphosphate residue on the upper terminal adenine nucleotide residue.
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1.6.1 Fats and oils

Fats and oils are fatty acid triesters of the 3-carbon molecule glycerol
and are often known as triglycerides or just glycerides. The formation
and structure of a triglyceride is outlined in Fig. 1.15. Hexanoate,
octanoate, and decanoate (6, 8, and 10 carbon atoms, respectively) are
all saturated fatty acids (no intrachain double bonds) and the resultant
triglyceride is known as a saturated triglyceride. Figure 1.16 illustrates
the structure of a triglyceride constructed from unsaturated forms of
hexanoate, octanoate, and decanoate, each containing one double bond.
Fats found in animals often contain such unsaturated carbon-carbon
bonds, and in these cases the hydrocarbon chains on either side of the
double bond are in the cis arrangement as shown in Fig. 1.16. As a
result a bend or kink is introduced into the otherwise linear hydro-
carbon chain. This reduces the ability of the molecule to pack tightly with
contiguous triglycerides. In general, the greater the amount of unsatu-
ration and the shorter the hydrocarbon chains, the less tightly the
triglycerides can pack. The result is that at room temperature bulk
quantities of short and/or unsaturated triglycerides exist in the liquid
state and are known as oils, while the longer chain, more saturated
triglycerides, known as fats, are solid at room temperature.

Figure 1.15 Formation of a saturated fatty-acid triglyceride. The 6,
8, and 10 carbon saturated fatty acids shown form ester bonds with
the three alcohol functions on glycerol to form the compact, highly
saturated, or chemically reduced, triglyceride. In nature, the carbon
chains of the fatty acids are often found in the range of 15 to 25
carbon atoms long.
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Figure 1.16 Unsaturated fatty acid
triglyceride. The same triglyceride
as in Fig. 1.15 is shown except con-
taining one unsaturated carbon-
carbon bond per fatty acid. Here the
hydrocarbon chain is represented by
lines indicating the correct bond
angles between carbon atoms in the
hydrocarbon chains and thus better
approximating the volume of space
occupied by the molecule. Notice that
at the location of double bonds there
are “kinks” in the fatty acid chains
that prevent tight intermolecular
packing of such triglycerides.

1.6.2 Phospholipids

There are a number of other fatty acid ester-containing molecules that are
important in biology but in the remainder of this chapter we will focus
on the most common of those complex molecules that are involved in
forming the hydrophobic, or water-repelling interface that comprises bio-
logical membranes and which are known as phospholipids. The common
precursors to the glycerol-based phospholipids are shown in Fig. 1.17.
Glycerol is shown to react with phosphoric acid to form phosphatidyl-
glycerol. The latter can esterify two moles of fatty acid, as shown in Fig. 1.17,
to yield the simplest phospholipid, which is known as phosphatidic acid.
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atoms are represented by the numerals 1, 2, and 3.
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components of all biological membranes as shown in Fig. 1.20. The struc-
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The dominant phospholipids of biological membranes are composed
of phosphatidic acid esterified to the alcohol function of choline, serine,
ethanolamine, or inositol. The structures of these molecules are shown
in Fig. 1.18. Figure 1.19 illustrates the structure of one of the most
common phospholipids, phosphatidylserine. To understand the basis
for biological membrane formation, it is important to note that one aspect
of the molecule (the upper face in Fig. 1.19) contains the R groups that
represent the hydrophobic fatty acid residues of the phospholipid. The
opposing aspect of the molecule (the lower face in Fig. 1.19) contains the
negatively charged phosphoric acid and the zwitterionic (balanced plus
and minus charge) form of serine. This aspect of the molecule is relatively
highly polar and thus highly water soluble. The combination of a
polar/charged aspect and a highly hydrophobic fatty acid containing
aspect is typical of most phospholipids and is the basis for their incorpo-
ration into biological membranes (Fig. 1.20). The remaining glycerol phos-
pholipids are known as phosphatidylcholine, phosphatidylethanolamine,
phosphatidylserine, and phosphatidylinositol.
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Intracellular fluid

Phosphatidylserine Phosphatidylinositol

Extracellular fluid

Sphingomyelin CholesterolGlycolipid Phosphatidylcholine

Phosphatidylethanolamine

Figure 1.20 Phospholipids within a biological membrane. The charged phos-
phate group is represented by a circle, the two hydrocarbon chains are shown
as tails. The tails are highly hydrophobic and oriented towards each other
while the charged phosphate groups face the hydrophilic environment. This
lipid bilayer is about 5nm thick, permeable to lipid-soluble low-molecular
weight molecules, but impermeable to large and charged molecules.

Depending on the exact mixture of lipids, phospholipids can be dis-
persed in water where they can form complex structures ranging from
simple spherical aggregates, known as micelles, to complex double
membrane aggregates, known as vesicles, that are often used as models
of biological membranes and as pharmacological carriers (see Application
Box 1.1). In all cases, including in biological membranes, the hydrophobic

APPLICATION BOX 1.1 
Phospholipid Nanoparticles and Drug Delivery

Nanoparticles formed from materials as diverse as titanium dioxide and
phospholipids are highly attractive to biomedical engineers as vehicles to
deliver a variety of cosmetics, drugs, and diagnostic materials to targeted
sites in the human body. Nanoparticles employed in the pharmaceutical
industry are typically formed from elongated biomolecules, such as phos-
pholipids, having one hydrophilic end and one hydrophobic end. Molecules
having the latter properties are known as amphiphilic (also called amphi-
pathic) molecules or amphiphiles. Phospholipids are typical amphiphiles
with phosphatidylcholine being the favored phospholipid used to form bio-
logical nanoparticles. Phospholipid-based nanoparticles are particularly
attractive as in vivo drug/diagnostic delivery devices since they are formed
from nontoxic substances normally found in cells and cell membranes.



34 Chapter One

Nanoparticles bioengineered from customized combinations of phospho-
lipids with one or two fatty acid substituents, cholesterol, and other polyols
are known as micelles, vesicles, or liposomes depending upon the geometry
of the structure formed. Micelles are small spherical aggregates typically
formed from phospholipids having one fatty acid substituent. In micelles the
interior of the sphere is packed with the hydrophobic hydrocarbon chain of
the fatty acid with the charged or polar end of the phospholipid exposed to
the polar, aqueous environment. The hydrophobic interior allows micelles to
be stably loaded with water insoluble, and/or toxic drugs, or diagnostics and
injected into the blood stream where they circulate and potentially deliver the
carried compounds to target sites in the body. However, due to their small size,
micelles have a limited loading capacity and most lipid-based nanoparticu-
late delivery devices have focused on the use of vesicles or liposomes.

Liposomes and vesicles are typically formed from phospholipids plus cho-
lesterol with the phospholipid, usually phosphatidylcholine, containing two
fatty acid substituents. Like micelles, liposomes and vesicles form sponta-
neously when the mixed lipid formulations are dispersed in a polar solvent,
such as water, with the lipid formulation and method of dispersion determin-
ing the geometry of the resultant particles. Although the nomenclature is not
consistent, spherical particles with the phospholipids oriented into a single well-
defined bilayer membrane, much like the biological membrane illustrated in
Fig. 1.20, are generally referred to as liposomes while particles of ambiguous
shape and form are generally referred to as vesicles. The key attributes of lipo-
somes or vesicles are that they are formed of spherically closed bilayer mem-
branes, with the hydrophobic acyl chains of phospholipids from the two sides
of the membrane oriented to the inside of the bilayer and the polar portion of
the phospholipids oriented toward the aqueous/polar environments on the
exterior and interior of the nanoparticles. The figure below illustrates one
hemisphere of a spherical, hollow, unilamellar-membrane liposome.
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In pharmaceutical applications, customized lipid formulations are dis-
persed in aqueous solutions containing a drug or diagnostic compound and
liposome formation proceeds with the interior aqueous compartment trap-
ping a few nanoliters of drug solution ready to be injected into the blood
stream or other body site.

Early researchers using liposome-encapsulated anticancer drugs found
that higher drug levels could be delivered to solid tumors but that most of
the liposomes were removed from the circulatory system by reticuloen-
dothelial system (RES) cells (e.g., phagocytic macrophages and liver Kupffer
cells). Subsequently, “stealth liposomes” cloaked or coated with compounds
like polyethylene glycol have been shown to be capable of largely avoiding
destruction by the RES. At the same time, animal studies have shown that
by bonding targeting molecules, like immunoproteins against cell surface
markers, to the liposome surface, tissue-specific targeting can be markedly
improved. In the near future many new, targeted, liposome/drug formula-
tions can be expected to appear in clinical medicine and other industries
as diverse as cosmetics and nutraceuticals. 

fatty acid chains are sequestered in one plane, away from the water
phase, and the polar head group of the phospholipid is oriented into the
water phase. Although clearly highly structured, these complex struc-
tures are stable mainly as a consequence of the fact that the thermody-
namic system comprising the water phase and the oriented hydrophobic
lipid phase actually represents the most entropic state of the system.
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Cell Morphology
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OBJECTIVES

■ To introduce the cell concept
■ To recognize the basic functions of individual organelles
■ To understand the complexity and organization of cells
■ To relate the cell to real-life issues

OUTLINE
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2.4 Nucleus 53

2.5 Differences in Cells 54

This chapter presents the structural components of cells and
forms the basis for understanding cell behavior as presented
in the following chapters. Cell morphology is the foundation
for cellular and tissue engineering, which are concerned with
the influence of physical factors on cell structure and function.
Understanding cell morphology is indispensable for cell
modeling and development of biological substitutes such as
artificial organs.
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The cell is a fantastic representation of biology. It literally encapsulates
life in its elemental form. By understanding the components of a cell,
we are able to discern and decipher many of the complexities of living
organisms. Each component of a cell has larger-scale counterparts which
can be examined in multicellular organisms such as a human. For
instance, the endosome in a cell filters, excretes, or saves different com-
ponents of a cell just as the digestive system filters, excretes, and saves
components of humans. Another example is cellular respiration. While
it is a complex process at the biochemical level, it is, in the end, taking
in oxygen and releasing carbon dioxide similar to the actions of the
lungs in a human. The circulatory system in the human consists of a
series of interconnected tubes powered by a muscular pump, the heart.
While not emulated with interconnected tubular structures, in the cell,
a comparable variety of molecular pumps and channels are used to reg-
ulate fluids and electrolytes in the cell.

The largest human cell is the oocyte, or ovum, or the female sex cell. Its
functioning for development of an organism is presented in Chap. 9. The
dimension of an oocyte borders on the mesoscopic (visible with minimal
magnification such as a hand lens). At roughly 100 �m in diameter, or 1/10

of a millimeter, it is huge in comparison to the average cell size of 10 to 12
�m, or 1/100 of a millimeter. Thinking about the dimensions of cells,
organelle, and molecules can be elusive and mind-boggling. Light
microscopy can resolve structures of a few hundred nanometers. Ananome-
ter is 1/1000 of a micrometer. The cell membrane about to be discussed is
roughly 60 nm thick. At the time of this writing, electron microscopes can
reliably resolve images of about 2 nm. This is about the size of the double-
stranded DNAmolecule. Some electron microscope images with resolutions
as low as 0.2 nm are possible. This is nearly the size of individual atoms.
Nanotechnology is the novel technology that operates at dimensions below
100 nm, most often at the single-digit nanometer scale. It is used for fab-
rication of materials and devices on the scale of atoms and molecules.

2.1 Cell Membrane

From the early days of the microscope, the cell has been differentiated as
having an outer boundary membrane (the cell or plasma membrane) con-
taining a heterogeneous soup (cytoplasm) and a nucleus. As microscopy has
improved, more details have emerged from the cellular morass to be seen
as distinct objects. Through study of pathologic cells and experimentation,
we have come to learn about the function of these objects called
organelles. For instance, a pathologic cell deficient in the organelle called
rough endoplasmic reticulum (RER) will demonstrate an inability to pro-
duce many proteins. Therefore, RER is involved with protein production. 

Figure 2.1 shows a generic animal cell. The outer boundary, or cell
membrane, forms a compartment that is biochemically distinct from



Figure 2.1 Typical animal cell showing characteristic organelles and cellular inclusions. The arrangement of the intracellular features
and the shape of the cell vary from cell to cell. (Reproduced with permission from McKinley and O’Loughlin, Human Anatomy, 1st ed.
McGraw-Hill, New York, 2006.)
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the outside environment. The chemical soup enclosed by the cell mem-
brane is regulated by the membrane and its components allowing some
substances into and out of the cell. This differential permeability is
a hallmark of a cell membrane.

2.1.1 Phospholipid bilayer

When examining the cell membrane via ultramicroscopy (magnification
greater than 1000�), details of the membrane structure can be seen
(Fig. 2.2). The cell membrane is actually a bilayer composed of phos-
pholipids. The structure and formation of phospholipids were introduced
in Sec. 1.6.2. Different types of phospholipids are shown in Fig. 1.20. The
amphipathic (having two natures) character of phospholipids helps to
maintain a hydrophilic (polar or water soluble) and hydrophobic (nonpo-
lar or non-water-soluble) orientation to the cell membrane. This feature
of the membrane causes water and other polar (water-soluble) molecules
and compounds to stay on one side of the membrane. The amphipathic
nature of phospholipids also allows for self-assembly as described in
Application Box 2.1. Some hydrophobic molecules (lipid-soluble) are able
to pass through the membrane with ease. This character of the cell
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Figure 2.2 Cell membrane. Membranes are composed of 
a phospholipid bilayer and associated proteins. Proteins
include embedded, or integral proteins, as well as peripheral
proteins on a surface of the membrane. Membrane proteins
serve a variety of purposes including cell communication
and identification. (Reproduced with permission from
McKinley and O’Loughlin, Human Anatomy, 1st ed.
McGraw-Hill, New York, 2006.)



membrane is important in regulating the internal environment of the
cell and in creating and maintaining concentration gradients between
the internal cell environment and the extracellular environment. 

2.1.2 Proteins

The phospholipid bilayer of the cell also includes a variety of proteins
added to the membrane (Fig. 2.2). The membrane is literally studded
with proteins serving a myriad of functions. Membrane proteins fall into
two broad categories: integral (incorporated into the membrane) proteins
and peripheral (not embedded in the membrane) proteins. Integral pro-
teins are also amphipathic like phospholipids. Integral proteins are not
easily extracted from the membrane; however, they can move within the
membrane. The so-called fluid-mosaic model of the cell speaks to the
mobility of proteins within the cell’s membrane. Integral proteins that
span the thickness of the membrane are called transmembrane proteins
and are often engaged in communication between the intracellular and
extracellular compartments (channel proteins). Nontransmembrane inte-
gral proteins may be oriented to either the intracellular or extracellular
side of the membrane alone. These proteins may be involved with cell
recognition or act as anchors for attachment inside or outside of the cell.
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APPLICATION BOX 2.1
Self-Assembly in Biology and Technology

The amphipathic character of the phospholipid molecules (see Figs. 1.19 and
1.20) allow for the property of self-assembly. If individual phospholipid
molecules are dropped into a polar solution such as water, they will merge
together to form either a sphere or a membrane with polar heads oriented
toward the water and the nonpolar lipid ends oriented inward or away
from the water. (Think of drops of grease in water.) The characteristic is
termed self-assembly and can be used within the cell to segregate lipid or
hydrophobic substances from the watery interior of the cell. This is often
seen in cells which manufacture lipid secretions (such as the hormone
testosterone). The lipid-based hormone is segregated from the watery cyto-
plasm in a membrane-bound vesicle until it is released from the cell.

Self-assembly is an important technique in nanotechnology to form sys-
tems out of objects and devices without the necessity of external actions.
Each individual component contains enough information to form a multi-
ple unit structure. A challenge of nanotechnology is the development of
bridges between nanoscale entities and the micro- and macroworld. One
approach is to use lipid/carbon mixtures that self-assemble into carbon
nanotubes. These tubes have remarkable electronical and mechanical prop-
erties which would allow them to serve as conducting fibers that connect
subcellular structures to larger scaled structures. 



Some transmembrane proteins act as anchors between adjacent cells.
These anchors or junctions not only prevent the cells from wandering
off, as some cancer cells do, but they may also allow for intercellular com-
munication (see Sec. 10.4.1 and Table 10.1).

Peripheral proteins as the name implies are applied to a surface of the
membrane though not embedded in the membrane. These proteins are
polar like the surfaces of the membrane and found mostly on the intra-
cellular side. These proteins are involved with the cellular skeleton
(cytoskeleton) to be discussed below. For more details on the chemical
nature of different membrane lipids and proteins, see Chap. 1 on
Biomolecules.

2.1.3 Cytoplasm

The cytoplasm or cytosol is contained by the cell membrane. Cytoplasm
is an archaic term based on primitive understanding of the cellular
plasm or fluid. Current understanding shows the cytoplasm to be mostly
water containing a variety of solutes. Many ions such as calcium,
sodium, and potassium ions are found in the cytoplasm and engage in
initiating and terminating cellular functions. In fact, the cytoplasm is
a semifluid because of the volume and characteristics of its compo-
nents. In some portions of the cell, the cytoplasm is gelatinous, in other
portions, watery. Additionally, numerous compounds including proteins,
carbohydrates, and lipids are distributed in the cytoplasm. Unlike the
soup analogies used earlier, the ingredients of the cytoplasm are often
distributed and arranged in specific portions of the cell, and while they
may move within the cell, this movement is frequently directed by cel-
lular machinations and chemical gradients. In an elegant video ani-
mation called The Inner Life of a Cell by Alain Veil (Viel and Lue, 2006),
the cytoplasm is shown as a constantly changing and complex matrix.
Proteins aggregate in one portion of the cell, thereby thickening the
cytoplasm while making another, less protein-laden, portion more fluid. 

2.2 Membrane-Bound Organelles

Membrane-bound organelles are characterized by having at least one
layer of phospholipid separating the contents of the organelle from the
rest of the cytoplasm. This membrane allows for the maintenance of a
different biochemical environment for the contents of the organelle,
thereby allowing for specialized processes to take place.

2.2.1 Mitochondria 

Mitochondria are colloquially called the “powerhouse” of the cell (Fig. 2.1).
While metaphorically correct, it belittles the myriad of biochemical events
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occurring in this tiny organelle. For instance, it is now well known that
these events are not only producing energy but also playing intriguing roles
for immunity and cell death (Schmidt, 2006). A large mitochondrion is
usually less than a micron in size in any orientation. The mitochondrion
is composed of two layers of phospholipids making an outer smooth mem-
brane that forms a characteristic ball- or bean-shaped structure and a
highly folded inner membrane. The inner membrane marks the location
for the biochemical events (the electron transport system), which will pro-
duce energy for the cell (see Sec. 5.3 and Fig. 5.6). By folding the inner
membrane, the surface area is increased two to three times compared to
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CLINICAL BOX 2.1
Graft Versus Host Disease

A main reason for the shortage of transplant organs is the fact that the
tissues of the donor and the recipient need to “match” for successful trans-
plantation. Tissues are matched when they have a similar pattern of cell
surface proteins. Cell surface proteins are in fact glycoproteins due to the
carbohydrates (sugars) attached to their surface. The carbohydrate acts as
a flag designating the cell as belonging to the individual. The cellular gly-
coprotein pattern may specify an individual within a species or specify a
species. If a particular sugar is missing from the surface of a cell, the
immune system may recognize this cell as foreign and try to kill it. An
attack on self tissue may lead to autoimmune diseases, where the autoim-
mune reaction can be directed against a specific tissue such as the brain
in multiple sclerosis or the digestive tube in Crohn disease. In other cases,
the overly active immune system may attack many cells and tissues so
that various organs are affected such as in systemic lupus erythematosus. 

Histocompatibility, the condition in which the cells of one tissue can sur-
vive in the presence of cells of another tissue, is also the most important
criterion for successful organ transplantation. The reason for organ rejec-
tion is that different markers on the cells of the graft (tissue from the
donor) act as antigens, which can trigger an immune response in the host
(the organ recipient). These markers are called human leukocyte antigens.
They are present on the surface of most body cells, but were first discov-
ered on white blood cells (leukocytes). Clinically, a much more common
problem is that functional immune cells in the graft recognize host tissue
as foreign and cause an immune response resulting in clinical symptoms
that are called graft versus host disease. 

Blood transfusions can also cause transfusion reactions (agglutination)
if the donor red blood cells (erythrocytes) have glycoproteins (antigens)
that are attacked by the recipient’s antibodies. The most well-known anti-
gens are the ones that define the ABO blood type system. But there are more
than 600 additional red blood cell antigens known defining other blood
type systems, which are important to consider for some blood transfusions. 



the flat surface area, and there by more energy can be produced. The folds
of the inner membrane form compartments called cristae. Cristae are
ultramicroscopic features of mitochondria. The energy produced is in the
form of a molecule called adenosine triphosphate (ATP), which effectively
stores energy in its chemical bonds between phosphate molecules. Making
and breaking those bonds stores and releases energy, respectively (see
Sec. 1.5). The ATP formed by mitochondria can be distributed throughout
the cell to facilitate other chemical processes. A cell rich in mitochondria
is likely to be a very energetic cell such as a muscle cell. Acell poor in mito-
chondria is less energetic such as a white fat (adipose) cell. An exception
is a brown adipose cell, which is a unique cell in human infants and cer-
tain hibernating creatures utilizing nonshivering thermogenesis to produce
much energy. As the name implies, nonshivering thermogenesis produces
heat through the unusual mechanism of cell metabolism. Shivering is the
rapid and repeated contraction of skeletal muscle (somewhat like revving
an engine) resulting in the production of heat. Brown adipocytes are
packed with mitochondria. These mitochondria, rather than producing
ATP as energy for use elsewhere in the cell, disconnect the ATP produc-
tion pathway, literally spilling energy from the system and releasing heat
in the process. Imagine leaving a door open into a steam engine. The
energy that leaves the system in the form of heat is wasted energy, which
means that it does not produce useful work.

2.2.2 Lysosomes

The term “some” means “body” and “lyse” means “destroy,” so, a lysosome
is a body which destroys. A lysosome is a membrane-bound vesicle (fluid-
filled sack) containing enzymes (lysozymes) which can disrupt chemical
bonds. The lysosomal membrane keeps enzymes segregated from the rest
of the cell contents so that the degradative process is regulated. To access
the lysozyme contents of the lysosome proteins on the surface of a lysosome
are contacted by proteins on the membranous vesicle of an endocytosed
vesicle (see below). This recognition allows the two vesicles (lysosome and
endocytosed vesicle) to combine to form an endosome. The lytic enzymes
of the lysosome then act on the contents of the endosome often resulting in
digestion or destruction of the matter. The regulation of lysosomal activity
is essential to the survival of the cell. Cells can die from exposure to the
contents of a lysosome. The process of apoptosis (programmed cell death;
see Secs. 4.5 and 9.6) regulates how long some cells live and is sometimes
brought about by rupture of lysosomes inside of the parent cell.

Endocytosis is the process of bringing into a cell something from the
outside (Fig. 2.3). In a multistep process, a pocket is formed in the cell
membrane allowing some extracellular material to be engulfed. The
pocket of cell membrane containing extracellular material is pinched off
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and allowed to enter the cytoplasm. A lysosome may fuse with the endo-
cytosed vesicle to form an endosome. The lytic enzymes then can break
down the contents of the endocytosed vesicle, and the resulting compo-
nents are made available for use in the cell or for excretion. Forming
small endocytotic pockets is referred to as pinocytosis (cellular sipping),
and forming larger pockets is called phagocytosis (cellular eating).

Cells also excrete numerous products and waste materials from the cell.
This process is referred to as exocytosis (Fig. 2.4). Exocytosis is especially
important for polar or water-soluble materials which cannot freely pass
through the cell membrane. These polar molecules are packaged in a layer
of cell membrane by a structure called the Golgi apparatus (see Sec. 2.2.4).
The membrane around the material to be excreted can fuse with the
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Figure 2.3 Endocytosis. It occurs at the cell membrane to bring extracellular
material into the cell. (a) Phagocytosis, or cellular “eating,” of an extracellular
particle; (b) Pinocytosis, or cellular “sipping,” of extracellular fluid with small
solutes included. (Reproduced with permission from McKinley and O’Loughlin,
Human Anatomy, 1st ed. McGraw-Hill, New York, 2006.)
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intact cell membrane. In the fusing process, the contents are released into
the extracellular environment.

2.2.3 Peroxisomes 

Like lysosomes, peroxisomes are enzyme-containing vesicles in the cyto-
plasm of the cell (Figs. 2.1 and 2.5). Peroxides (reactive molecules which
can disrupt chemical bonds) contained in the vesicle are compartmental-
ized from the rest of the cytoplasmic contents in order to protect the cell.
Peroxides are by-products of routine, as well as aberrant, cell metabolism.
They have been associated with a variety of diseases including cancer.
Accordingly, a dysfunction of peroxisomes may be associated with some
forms of cancer. Peroxisomes, like lysosomes, can combine with endocy-
tosed vesicles to form endosomes. Endosomes are the product of an endo-
cytosed vesicle combining with an intracellular vesicle to make a new,
single, membrane-bound package containing the ingredients of the two.
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Figure 2.4 Exocytosis. It can be described as a four-step process. Amembrane-enclosed intra-
cellular vesicle moves to the cell membrane (step 1). The two membranes fuse (step 2),
allowing the contents of the vesicle to be expelled from the cell (step 3). The vesicle
membrane is incorporated into the cell’s membrane (step 4). Exocytosis is used to dis-
pose of waste and to excrete cell products such as hormones and extracellular proteins.
(Reproduced with permission from McKinley and O’Loughlin, Human Anatomy, 1st ed.
McGraw-Hill, New York, 2006.)



2.2.4 Golgi apparatus 

Named after a highly productive histologist of the nineteenth century,
the Golgi apparatus, or Golgi body, is responsible for packaging cellu-
lar products for exocytosis (Figs. 2.1 and 2.6). The stacks of mem-
branes that make up the Golgi apparatus are located between the
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Figure 2.6 Golgi apparatus. Composed of a series of stacked, folded membranes, the
Golgi apparatus serves as shipping and receiving center for the cell. The receiving
region (Cis) allows membrane-encased vesicles to deliver their contents into the lumen
of the Golgi. As the contents move through the Golgi apparatus, they are modified, for
instance through the addition of sugars. The contents are then released inside vesicles
from the shipping region (Trans). (Reproduced with permission from McKinley and
O’Loughlin, Human Anatomy, 1st ed. McGraw-Hill, New York, 2006.)
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Figure 2.5 Peroxisome. These organelles contain oxida-
tive enzymes and resemble lysosomes. Peroxisomes are
responsible for detoxification of harmful substances from
the cell such as peroxides and hydrogen peroxide, which
is converted to water. (Electron micrograph, reproduced
with permission from McKinley and O’Loughlin, Human
Anatomy, 1st ed. McGraw-Hill, New York, 2006.)



nucleus of the cell and the cell membrane in an orderly fashion. This
organization facilitates the delivery of certain protein and lipid prod-
ucts to the Golgi apparatus. Transport vesicles fuse with the cis face
of the Golgi apparatus and empty their content into the Golgi lumen.
The proteins and lipids are then transported through the Golgi and
modified by the addition of sugar, carbohydrate, or phosphate groups,
which can change their chemical natures. The glycoproteins (sugar or
carbohydrate added to proteins) or phosphoproteins are packed in a
membrane vesicle at the trans site of the Golgi and exocytosed from
the cell. Once released, the membrane-encased secretory product has
one of three fates: modification of the plasma membrane, lysosome
formation, or excretion at the plasma membrane.

2.2.5 Endoplasmic reticulum 

The last type of membrane-bound organelle is the endoplasmic retic-
ulum of which there are two types: smooth and rough (Fig. 2.1).
Smooth endoplasmic reticulum (SER) represents a series of folded
membranes found in abundance in cells that produce many lipids for
exocytosis. These cells include those making steroid-type hormones
(chemical messengers). The processes that occur in the SER are myriad
and beyond the scope of this discussion. It is sufficient to say that com-
plex lipids are assembled from component parts while in the SER. Most
of the lipid products can then be released from the SER and allowed, due
to their nonpolar nature, to simply pass through the cell membrane and
into the extracellular milieu. In the example of steroid hormones, the lipid
is most often bound to a protein for transport in the aqueous environment
of the blood. Because of its own lipid nature, the SER appears as a void
in the typically stained cell’s cytoplasm. With standard methods of fixa-
tion, lipids are largely lost from tissues during processing. 

Rough endoplasmic reticulum (RER) is so-called due to its bumpy
appearance as seen using ultramicroscopy. The rough appearance is
due to the presence of ribosomes (Fig. 2.5). Ribosomes are responsible
for the production of proteins from a messenger RNA (mRNA) tran-
script in a process called translation (see Sec. 7.5). In cells responsible
for much protein synthesis, the RER is abundant and can be seen as a
dark area in the cell’s cytoplasm using light microscopy.

2.3 Nonmembrane-Bound Organelles

2.3.1 Ribosomes

As mentioned above, ribosomes are organelles used to help form proteins.
Instead of being composed of, or contained in, a membrane, ribosomes
are proteins combined with RNA molecules. The ribosome is made of two
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subunit pieces which come together to facilitate formation of a chain of
amino acids into a peptide and then often into a larger protein.
Ribosomes have a large subunit and a small subunit. A ribosome that
is attached to the endoplasmic reticulum (ER) is called bound ribosome,
while those ribosomes scattered in the cytoplasm or joined together in
small clusters in the cytoplasm are called free ribosomes. Messenger
RNAs from the cell’s nucleus travel into the cytoplasm and encounter
ribosomes. The ribosomes then bring together amino acids to form an
amino acid chain, or peptide, according to the code of the mRNAs (see
Sec. 7.5). If the peptide is formed on free ribosomes it is usually used
for intracellular processes. Peptides formed by ribosomes bound to endo-
plasmic reticulum are often for use outside of the cell or in the cell mem-
brane. The peptides, once formed in the RER, may be transferred to the
Golgi apparatus for packaging into a vesicle for extracellular transport.

2.3.2 Cytoskeleton

As the name implies, most cells have a matrix of tubules and filaments,
which can maintain or change the cells’ shape as well as move substances
around within the cytoplasm. There are three main types: microfila-
ments, intermediate filaments, and microtubules (Fig. 2.7). 

Microfilament as the name implies, are small linear fibers which
form much of the framework of a cell and are used to maintain struc-
ture. They are sometimes called actin filaments since they are composed
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Figure 2.7 Cytoskeleton. The three types of cytoskeletal filaments are
microfilaments with a diameter of around 7 nm, microtubules which may
exceed 25 nm, and intermediate filaments with an intermediary size.
The filaments have in common that they are all composed of repeating
protein subunits. The cytoskeleton provides for the form of the cell, for
transport within the cell, and, in some cells, for the motility of the cell.
(Reproduced with permission from McKinley and O’Loughlin, Human
Anatomy, 1st ed. McGraw-Hill, New York, 2006.)



of the protein actin. Cell extensions filled with a network of cross-linked
actin filaments are called microvilli (Fig. 2.8). They serve to increase
surface area for absorption and secretion across the cell membrane.

A special type of microvilli are stereocilia. They are specialized cell
protrusions with a rigid internal framework composed of actin on the
apical membrane of hair cells. These hair cells are part of the inner ear
(Fig. 2.9) and are responsive to sounds transmitted to the ear through the
air. The hair cells are arranged on a platform called the basilar membrane.
The membrane vibrates in different regions of the inner ear depending on
the frequency of the sound wave. When a segment of the membrane vibrates,
the hair cells resting on that membrane also vibrate. The stereocilia (hairs)
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APPLICATION BOX 2.2
The Muscle Machine

Hugh E. Huxley elegantly described in 1969 what has been come to be
known as the Sliding Filament Theory of muscle contraction. The theory
describes the movement of a series of proteins in conjunction with calcium
and energy from ATP. 

The sliding between the linearly arranged proteins actin and myosin
creates a subcellular machine. This machine changes the shape of the
muscle cell, and when combined with other muscle cells, the shape of the
whole muscle. Changing the shape of a muscle ultimately creates, in con-
junction with bones, movement of a limb. It is fascinating to understand
how the actions of the molecular muscle machine composed of actin, myosin,
and other proteins translate into movement of an organism. This infor-
mation of cell and molecular biology is useful in robotics and bionics, the
combination of biology and technology, and in biomechanics in general.
Muscle, generally working with a third-class lever within the skeletal
system, is roughly 25% efficient when performing work. By comparison, an
internal combustion engine operates at roughly 20% efficiency. 

Figure 2.8 Microvilli. These are protrusions on a
cell’s apical surface that serve to increase surface
area for absorption or secretion. For instance, intes-
tinal lining cells have rich microvilli layers for the
vast amounts of absorption occurring in the small
intestine. (Reproduced with permission from
McKinley and O’Loughlin, Human Anatomy, 1st ed.
McGraw-Hill, New York, 2006.)
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of these now vibrating hair cells are anchored into yet another membrane
called the tectorial membrane. The other end of the stereocilia is tightly
anchored to the inner surface of the hair cell membrane. Tension is applied
to the stereocilia as the rest of the cell moves with the basilar membrane.
When this movement occurs relative to the stereocilia, a signal is sent to
the central nervous system, which then is interpreted as a specific sound. 

Intermediate filaments (Fig. 2.7), intuitively, are in between the
size of microfilaments and microtubules. These fibers give further shape
to the cell. They are stable and durable and hence very prominent in cells
that withstand mechanical stress. There are five different types of inter-
mediate filaments. One of them, called keratin, gives strength to the cells
of the skin (Freeman, 2005).

Microtubules (Fig. 2.7), are composed of repeating protein subunits
called tubulin. Microtubules can grow by adding subunits at either end or
shorten by the removal of subunits. In this way, a substance that is
attached to the microtubule can be moved through the cytoplasm.
Additionally, motor protein such as kinesin can transport vesicles, gran-
ules, and organelles such as mitochondria along a microtubule by form-
ing and breaking bonds with the energy supplied by ATP. The energized
kinesin molecule then “walks” along the length of the microtubule
(Freeman, 2005; Viel and Lue, 2006).
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Figure 2.9 Stereocilia on hair cells within the spiral organ of the inner ear. Sound
waves travel through the air to the chambers of the ear, move fluid of the ear,
and cause a wave motion of the basilar membrane. The movement of the basilar
membrane causes movement of the hair cells relative to their rigid stereocilia.
The bending of the stereocilia causes activation or inhibition of signals in the
cochlear nerve leading to the brain. This neuronal activity is detected as sound.
(Reproduced with permission from McKinley and O’Loughlin, Human Anatomy,
1st ed. McGraw-Hill, New York, 2006.)



Two frequent cellular appendages associated with microtubules are
cilia and flagella. Cilia (Fig. 2.10a) are fine cellular foldings of the cell
membrane typically associated with the apical (top) surface of a cell
responsible for absorption and motility. Microtubules create move-
ment of the cilia moving extracellular material along the surface of the
cells. An example of this is the airways leading to and from the lungs.
Mucus accumulates particulate matter inhaled from the air, and the
cilia move the contaminated mucus toward the throat for swallowing
and disposal by the digestive system. The cilia in the apical surface
membrane appear as “fuzz” on a cell at the light microscopic level
giving rise to the identification of “hair” cells in certain cases, not to
be mixed up with the hairs (stereocilia) of the inner ear hair cells
described above.

Microtubules are also the functional component of flagella (Fig. 2.10b).
Flagella are long cell processes or cell surface modifications. Flagella
are longer than cilia and are used for motility by some cells. The most
recognizable flagellated cell is the sperm. The sperm flagellum is used
to help motivate the cell through the female reproductive tract. Inside
the flagellum is an arrangement of microtubules in a figure-of-8 which
represents the fused pairs of microtubule doublets. Projecting from
these figure-8 microtubules are protein called dynein. The dynein arms
make and break bonds with the adjacent microtubules in a spiraling
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Figure 2.10 (a) Cilia and (b) flagella. These are common cell surface modifications
composed of microtubules. Cilia often move extracellular material along the sur-
face of cells, such as particles on top of airway cells. The sperm’s flagellum (tail)
is used to help the sperm head drive through the surface of an oocyte to accom-
plish fertilization. SEM, scanning electron micrographs. (Reproduced with per-
mission from McKinley and O’Loughlin, Human Anatomy, 1st ed. McGraw-Hill,
New York, 2006.)



fashion, which produces a swishing of the sperm tail. There are nine
figure-8 microtubule structures surrounding a central pair of micro-
tubules in the typical eukaryotic flagella in a 9 � 2 arrangement.

Centrosomes (Fig. 2.11) are microtubule structures involved in
movement of chromosomes (DNA) during cell division. Centrioles are
paired structures in the centrosome. Each centriole is comprised of
nine triplet microtubules. The centrioles are organizing centers for
microtubule formation since microtubules originate there and are
grown and shortened from there as needed in the cell. When cells
divide, genetic material is packaged together to form chromosomes.
These chromosomes are then divided between daughter cells when cen-
trioles attached to the chromosomes pull the duplicated genetic mate-
rial apart through microtubule shortening (see Sec. 8.2).

2.4 Nucleus 

The nucleus houses most of the genetic material of the cell (Fig. 2.1).
[Mitochondria have their own genetic material, which is inherited from
the mother in humans and remains distinct from the so-called nuclear
DNA (Gilbert, et al. 2003)]. The DNA, or genetic material, guides the
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Figure 2.11 Centrosome. The centrosome includes the two perpen-
dicularly oriented centrioles and the space immediately around them.
Centrosomes and centrioles serve as microtubule-organizing centers
in nondividing cells and are involved in facilitating mitosis in divid-
ing cells. (Reproduced with permission from McKinley and O’Loughlin,
Human Anatomy, 1st ed. McGraw-Hill, New York, 2006.)
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cellular machinery. Through the processes of transcription and trans-
lation described in Secs. 7.4 and 7.5, genetic material guides the for-
mation of RNA and subsequently proteins, which turn on and off a
multitude of functions in the cell. The appearance of the nucleus varies.
In metabolically active cells producing many proteins, the chromatin is
dispersed for easy transcription and gives the nucleus a pale appearance.
The dispersed chromatin is called euchromatin. Tightly packed chro-
matin that is more visible with typical stains is called heterochro-
matin. Cells with heterochromatic nuclei are less actively making
proteins.

2.4.1 Nucleolus

Inside the nucleus is found the nucleolus, or little nucleus. This spher-
ical mass is composed of RNA and proteins. The nucleolus is the source
of the ribosomes (see Sec. 2.3.1). Ribosomal subunits are made and
released from the nucleolus and then transported into the cytoplasm
from the nucleoplasm (fluid matrix of the nucleus). Passageways,
nuclear pores, in the nuclear envelope allow ribosomal subunits and
mRNA to leave the nucleus and enter the cytoplasm or lead directly into
the endoplasmic reticulum. 

Also entering and leaving the nucleus are nucleic acids used to make
DNA and RNA. A central dogma of biology states that DNA leads to
RNA, which leads to the production of protein (Raven, et al., 2005). 

2.5 Differences in Cells

2.5.1 Plant cells compared 
to mammalian cells

Plant cells differ from human/mammalian cells on several fronts. Plants,
in addition to the cell membrane, have an outer coating called a cell
wall, which helps to maintain the structure of the cell and to hold on
to water within the cell. Some single-celled organisms also have a cell
wall (see Fig. 10.1). 

Plants contain chloroplasts where photosynthesis occurs.
Chloroplasts are organelles which are not present in animal cells.
Photosynthesis is the conversion of CO2 and water in the presence of
sunlight into sugar as a food source for the plant and O2 as a by-product
(see Sec. 5.4 and Fig. 5.12). The product of cellular and organismal res-
piration in humans and many multicelled animals is CO2. The CO2

expired by humans and other organisms is then used by plants to make
sugar used as metabolic fuel. In return, the plant releases O2 as an end
product of its metabolism. The dependence of humans on plants for the
production of O2 is inescapable. 
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2.5.2 Prokaryotes

Prokaryotes (more primitive, “pro” � early, organisms) are single-
celled organisms which have many cellular commonalities with the
eukaryotes, which include humans. These prokaryotes lack a defined
nucleus. The genetic material is suspended in the cell’s cytoplasm rather
than enclosed by a nuclear membrane. Some prokaryotes have many
fewer organelles than eukaryotes, too. It is the common view that
prokaryotes were first to arise in evolution and that eukaryotes devel-
oped from prokaryotes (see Sec. 10.1.1). 

2.5.3 Tissue-specific language

Throughout the biological sciences, the use of different vocabulary in dif-
ferent cells for similar structures can be daunting. For instance, in the
case of muscle and muscle cells, the label “sarco-” is used. Endoplasmic
reticulum becomes sarcoplasmic reticulum, and the sarcoplasm is the
cytoplasm of a muscle cell. Another example is the RER in nerve cells
(neurons), which is called Nissl substance after the histologist who rec-
ognized the mass of organelle in the early years of microscopy before
RER was characterized. Microfilaments in a neuron are sometimes
called neurofilaments. While the scientific vocabulary is cumbersome,
it allows for precision of communication. It is important therefore to
master the “jargon” of a scientific discipline in order to assure mean-
ingful and accurate communication.
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Enzyme Kinetics
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OBJECTIVES

■ To introduce the basic concepts of steady-state kinetics
■ To understand the significance of the Michaelis-Menton equation
■ To introduce the concept of multisubstrate systems
■ To develop the concept of enzyme inhibition
■ To introduce cooperative interactions and regulation of enzymes
■ To illustrate control mechanisms of enzyme activity
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Enzymes are biological catalysts that enable thousands of
biological reactions that occur every second within cells. The
kinetics of enzymatic reactions is important for the spatial
and temporal regulation of cell processes and its measurement
is used for diagnosis of diseases. Biochemical engineers
manipulate biological processes with the use of enzymes in
order to produce the desired products. 
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By and large, enzymes are the engines that drive the metabolic func-
tions that underlie cellular functions. Enzymes are extraordinary cat-
alysts, often accelerating chemical reactions by more than 108 times
over the rates of the uncatalyzed reactions and they do so at relatively
low temperature (37�C) and low pressure (~1 atm). They achieve their
remarkable rate enhancements without sacrificing their selectivity for
particular substrates, and these rates can be regulated through numer-
ous mechanisms, providing the cell with precise control over what reac-
tions to catalyze and the rate at which those reactions will occur. In this
chapter, we will explore the manner in which enzymes interact with
their substrates and how these reactions may be controlled through
both noncovalent and covalent modifying agents. 

3.1 Steady-State Kinetics

Much of our understanding of enzymes, E, and the reactions that they
catalyze, has been obtained from a study of their behavior under con-
ditions in which the disappearance of substrate, S, and the appearance
of products, P, is constant per unit time; in other words, the reaction
has reached a steady state (Fig. 3.1). The importance and significance
of the steady-state condition is that these analyses allow us to inves-
tigate the behavior of enzymes in solution under reaction conditions that
can be similar to those in the cell; namely that the enzyme is generally
in a steady-state condition in the cell where there is a relatively constant
supply of the substrate and the cell is generally constantly removing the
product of the reaction. The parameters obtained from these analyses
permit us to model the effect that changes in substrate concentration or
the addition of inhibitors of the reaction will have on catalysis. They also
help us understand how to design approaches to study the function of the
enzyme under actual cellular conditions so that we can better design
selective inhibitors for a particular reaction of interest.

Additional and more detailed information can be obtained through
experiments that probe the characteristics of the reaction prior to
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Figure 3.1 Conversion of substrate
to product. The hypothetical graph
shows the production of product
during an enzyme-catalyzed reaction
in which a substrate, S, is converted
to a product, P. The presteady state
condition can last anywhere from
10�6 to 10 seconds depending on the
enzyme in question. The steady-
state condition is said to have been
obtained when the slope of product
formation is a constant for a signifi-
cant fraction of the time interval of
the experiment.
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reaching the steady-state condition—so-called presteady state kinetics.
These experiments can isolate particular steps in the reaction, such
as substrate binding and product release, or closely examine the chem-
ical step. However, the design and analysis of these experiments are
outside the scope of this chapter and the reader is referred to texts that
address these aspects of enzyme catalysis referred to at the end of
this chapter for further information.

The steady-state treatment of enzymatic catalysis and the analysis
of its properties rely on a series of assumptions that define and limit this
condition. The first assumption is that the concentration of substrate,
[S], does not change significantly over the course of our observation. This
assumption permits us to utilize the rate obtained at a particular sub-
strate concentration as the rate obtained at the starting concentration.
That the amount of substrate must change in order to observe the enzy-
matic rate is a given, but if we only concern ourselves with the initial
rate—say within the first minute or so—the substrate concentration
will not have changed significantly from the starting concentration.
The second assumption is that the concentration of [E] is much lower
than [S]. As we will see below, the enzyme forms a complex with S,
called the ES complex. This assumption permits us to neglect the loss
of S to the ES complex and thereby treat the starting S concentration
as the true solution concentration. The third assumption is that the
concentration of [P] is essentially zero. This assumption is related to
the first assumption. The rates measured are thus those that occur
during the initial period of catalysis—termed initial rate conditions
(Fig. 3.1)—much before equilibrium conditions are approached. This
assumption allows us to neglect any tendency for the enzyme to cat-
alyze the conversion of P back to S. The violation of any of these con-
ditions does not preclude the analysis of the enzymatic reaction, but
the equations necessary to account for the loss of S to catalysis, or to
the ES complex or competition with the reverse reaction, are more
complex and are generally avoided unless features of the reaction in
question require their use. The reader is referred to more dedicated
texts for the treatment of these enzymatic phenomena referred to at
the end of this chapter.

3.1.1 Derivation of the Michaelis-Menton
equation

For the following discussion of the steady-state approach to the analysis
of an enzyme-catalyzed reaction, we will use the conversion of a single sub-
strate, S, to a single product, P, by an enzyme, E. In 1913, Michaelis and
Menton derived an equation that describes the concentration dependence
of the reaction rate for this simple system. Their work was based on the
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work of Henri (1903) 10 years earlier and provided algebraic solutions to
the equations he derived. It was understood by this time that a binding
site on the surface of the enzyme existed and that this site was saturable.
It was also known that the formation of the ES complex from their free
components in solution exhibited an inherent equilibrium constant and
that catalysis occurred from this ES complex. In addition to the steady-
state conditions above, other assumptions are imposed on the enzymatic
system to simplify the analysis. One assumption is that the concentration
of the complex between enzyme and substrate, ES, is in thermodynamic
equilibrium with the free forms of both and that the ES complex is held
together by noncovalent forces. In other words, the rate constants for the
formation of this complex (k1, units of M�1s�1) and its breakdown to the
free components (k�1, units of s�1) are considerably faster than the catalytic
step (kcat, units of s�1) that leads to product formation. In addition, we
assume that the breakdown of the EP complex following catalytic con-
version is so fast that we may neglect its formation. Thus, the slow step
is the chemical step and we denote that rate constant as kcat.

(3.1)

In the absence of P, this process is unidirectional from left to right.
From simple chemical equilibria, we can write the equilibrium dissoci-
ation constant for the formation of the ES complex.

(3.2)

From simple chemical rate laws, we can write that the velocity of the
forward reaction will be equal to the concentration of ES times the rate
constant for its breakdown in that direction.

(3.3)

From these relations, and a little bookkeeping with respect to the
enzyme species present in solution during initial rate conditions, we can
derive the Michaelis-Menton equation. Equation (3.8) is its final
form, and Eqs. (3.4) to (3.7) demonstrate how to obtain it. 

[E]0 � [E] � [ES] is the relation that expresses the total concentra-
tion of enzyme in solution, [E]0, as related to the free enzyme concen-
tration, [E], and the concentration of the ES complex. Rearranging this
relationship to [E] � [E]0 � [ES], and substituting the right-hand side
of this equation for [E] in Eq. (3.2), we get the following equation.

(3.4)KM 5
s[E]0 2 [ES]d[S]

[ES]

v 5 kcat[ES]

KM 5 
k21

k1
5

[E][S]
[ES]

E 1 S hv
k1

k21

ES h
kcat

E 1 P
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If we multiply through on the numerator and then multiply both sides
by [ES], we get the following equation.

(3.5)

Bringing [ES][S] to the left-hand side and grouping terms gives us the
following equation.

(3.6)

Dividing both sides by (KM � [S]) gives us the following relationship
that expresses the concentration of the ES complex in terms of the con-
centration of enzyme, substrate, and the dissociation constant for the
formation of the ES complex.

(3.7)

By substituting the right-hand side of this relationship for ES in
Eq. (3.3), we get the final form of the Michaelis-Menton equation.

(3.8)

If we plot the velocity dependence on substrate concentration that is
given by this relationship, we get a rectangular hyperbola in which the
reaction velocity reaches a maximal value, Vmax, that is equal to kcat[E]0

(Fig. 3.2). The value of Vmax is always an observable value in an enzymatic
experiment, whether or not the enzyme is of a pure form. However, we
cannot know the true value of kcat, the inherent catalytic rate of a single
enzyme, unless the enzyme concentration is known and the amount of
enzyme that gives rise to a particular Vmax value can be determined.

v 5  
kcat[S][E]0

sKM 1 [S]d

[ES] 5
[S][E]0

sKM 1 [S]d

[ES]sKM 1 [S]d 5 [S][E]0

KM[ES] 5 [S][E]0 2 [ES][S]
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Figure 3.2 Substrate saturation
curve. The plot shows the satu-
ration curve given by the
Michaelis-Menton equation,
where the observed velocity, v, is
plotted against the substrate con-
centration, [S], that gave rise to
the observed velocity. The posi-
tion of the Vmax value given by
extrapolation of the hyperbola is
shown along with the value of [S]
that gives rise to one-half the
maximal velocity, termed the KM
value.

v

[S]

Vmax

KM



The substrate/velocity curve produced by the Michaelis-Menton equa-
tion can be seen to have two nearly linear portions. The first is at very
low substrate concentrations ([S] 			 KM), where the velocity is essen-
tially equal to:

(3.9)

This is a first-order velocity expression ([S]1), where the observed
velocity of the reaction is linearly dependent on the substrate concentra-
tion. The constant, Vmax/KM, or kcat/KM for single enzymes, is often used to
describe the efficiency with which an enzyme catalyzes its reaction, since
enzymes with low KM values and high maximal velocities will yield higher
velocities at a fixed substrate concentration. The second linear portion of
the curve is at very high substrate concentrations ([S] 


 KM), where
the velocity is essentially equal to v � kcat[E]0 � Vmax. This is a zero-
order reaction ([S]0), where the observed velocity is completely inde-
pendent of the substrate concentration. Thus, the Michaelis-Menton
equation, and the substrate/velocity curve it produces, essentially describes
the transition from a first-order reaction to a zero-order reaction. 

The other property of the Michaelis-Menton curve is that KM is a true
dissociation constant. Its value is equal to the substrate concentration
that produces one-half of the maximal velocity. This can be shown in the
following way.

(3.10)

This is the treatment of steady-state enzyme catalysis in its most simple
form. However, rarely do the features of an enzyme-catalyzed reaction
actually obey those imposed on the reaction in this treatment. Briggs and
Haldane (1925) derived a more general approach, one that can be adapted
to describe most enzyme-catalyzed reactions. Their approach requires no
assumption as to what step in the reaction sequence is rate-limiting.
Consequently, no particular rate constant is associated with the observed
catalytic rate. In this treatment, the enzymatic expression is modified as
shown below and then called the Briggs-Haldane relationship.

(3.11)E 1 S hv
k1

k21

ES h
k2

E 1 P

 v 5
1
2

Vmax

v 5
kcat[S][E]0

s[S] 1 [S]d
5

kcat[S][E]0

s2[S]d
5

kcat[E]0

2

   If KM 5 [S] then,

v 5 
kcat[E]0[S]

KM
5

Vmax

KM
[S]
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For this treatment, our steady-state assumptions must now also
include the provision that [ES] remains constant over time. Therefore,
d[ES]/dt � 0 � k1[E][S] � k2[ES] � k�1[ES]. Since, [E] � [E]0 � [ES]
and v � k2[ES] still apply, we can substitute into KM equation. After sub-
stitution and rearrangement, the following equation is obtained.

(3.12)

The Michaelis-Menton simplification is restored if, as we originally
stipulated, k2 		 k�1 so that k2 disappears from the numerator of the
KM term. When k2 

 k�1, then we can see that kcat/KM reduces to k1,
the association rate constant for free enzyme and free substrate.

3.1.2 Interpretation of the steady-state
kinetic parameters in single
substrate/product systems

KM—Only if KM � KS does this Michaelis constant represent the true
dissociation constant for the ES complex. However, a more practical
description of KM can be provided when KM is thought of as the appar-
ent dissociation constant for all enzyme-bound species along the reac-
tion pathway (e.g., KM � [E][S]/�[ES]).

kcat—If only one ES complex is formed along the reaction pathway and
all the binding and release steps are fast, kcat becomes the first-order
rate constant for the conversion of ES to EP. If the enzyme system is
more complex, kcat is a function of all first-order rate constants along
the reaction sequence and is not associated directly with any partic-
ular rate constant. The term kcat, or the turnover number for the
enzyme, is the maximum number of product molecules produced by
each enzyme molecule per unit of time.
kcat/KM—As mentioned above, this term is often used to define the
specificity constant for the enzyme with respect to any particular
substrate. As such, kcat/KM is a second-order rate constant (with units
of M�1s�1) that describes how favorable the association between free
E and free S is in solution.

3.1.3 Analysis of experimental data

Before we attempt to analyze experimental data, we should outline some
important practical considerations in performing the experiment, since

v 5  
k2[S][E]0

b sk2 1  k21d
k1

1 [S]r
 where KM 5  

sk2 1 k1d
k1
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the setup of the experiment can dramatically affect the quality of the data
obtained from the analysis. It is important to the experiment that the sub-
strate concentration ranges ~tenfold and in such a way that the KM for
the substrate occurs within the concentration range used. From a prac-
tical perspective, it is often useful to perform a series of test assays using
different substrate concentrations to establish roughly where half of the
maximal activity is obtained and then set that concentration as the mid-
point of a range of substrate concentrations. As long as [E] 		 [S] and
there is no significant product inhibition, this approach should provide
a reasonable first experiment. Subsequent experiments can use this ini-
tial one as a guide for how to best modify the experimental approach, if
needed. The drawback to deviation from these design parameters is that
if the initial concentration range of the substrate is too low, then extrap-
olation to Vmax becomes problematic as one is essentially fitting a hyper-
bola to the initial linear portion of the substrate saturation curve (Fig. 3.2).
If the initial concentration range is too high, then extrapolation to KM

becomes problematic as one is again essentially fitting the hyperbola to
the essentially linear part of the curve at high concentrations (Fig. 3.2).
This becomes clearer as we examine the methods for plotting the data.

Prior to the advent of the modern personal computer, most investigators
used rearrangements of the steady-state kinetic equation that produced
straight line relationships, so that the kinetic constants could be obtained
through linear regression and extrapolations to x- and y-axis intercepts. The
two most commonly used linear forms of the Michaelis-Menton equation
are those produced by Lineweaver and Burk (1934) and Hanes-Woolf/
Eadie-Hofstee (Hanes, 1932). Even though today the analysis of data from
enzyme kinetics experimets, such as determining KM and Vmax, is usually
done by fitting the data to nonlinear kinetic expressions using the computer,
fitting the data to linear plots is still useful. The linear plots make the
clearest representation of kinetic data so that it is the best way to recog-
nize potential deviations of enzyme behavior from standard behaviors.

Lineweaver-Burk equation (double reciprocal plot). For the analysis of
kinetic data, this is the simplest method to obtain estimates of the kinetic
constants that describe the experiment. For this analysis, the Michaelis-
Menton equation is inverted such that 1/v � (KM � [S])/(Vmax[S]), rear-
ranging this we can obtain the following relationship:

(3.13)

This gives a linear relationship between 1/v and 1/[S] with a slope of
KM/Vmax. Thus, one plots the reciprocal of the measured velocity in the
experiment versus the reciprocal of the substrate concentration that

1
v
5

KM

Vmax
¢ 1

[S]
≤ 1 ¢ 1

Vmax
≤
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gave rise to that velocity (Fig. 3.3). We often refer to this plot as a double
reciprocal plot. 

� The y-intercept is the reciprocal of the maximal velocity Vmax. 

� Extrapolation of the line to the x-intercept gives the negative recip-
rocal of the KM value. 

Thus, the experimenter can easily extract the salient features of the
kinetic experiment from this plotting procedure. In addition, deviations
from standard Michaelis-Menton behavior can easily be spotted, since
those deviations generally lead to either downward or upward curvature
of the experimental points from this straight line relationship. In fact,
this latter feature is likely the most useful aspect of this plot, since
quantitative determination of the kinetic constants from this plot is not
robust. This is because the plot places too much weight on those data
points with large experimental error (low [S] and low v) since the points
at high v and high [S] are compressed near the 1/v axis and have less
influence on the slope calculations.

Eadie-Hofstee or Hanes-Woolf plot. This plotting procedure (Fig. 3.4)
uses the following rearrangement of the Michaelis-Menton equation in
which the experimenter would plot v versus v/[S]. 

(3.14)

� The slope of the resulting line is equal to the negative of the KM value.

� The y-intercept is equal to the Vmax value.

� The x-intercept is equal to Vmax/KM. 

The main advantage of this plot is that it does not compress or overem-
phasize experimental data points. Consequently, the kinetic constants
obtained from this analysis are more accurate than those from the

v 5 Vmax2KM° v
[S]
¢
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Figure 3.3 Lineweaver-Burk plot.
In this plot, the reciprocal of the
observed velocity is plotted against
the reciprocal of the substrate
concentration that gave rise to
the observed velocity. Values for
Vmax and KM can be determined
from the graph as indicated. 

1/v

–1/KM

–1/Vmax

1/[S]



Lineweaver-Burk plotting procedure. The disadvantage of this procedure
is that deviations from nonstandard kinetic behavior are not as easy to
spot, or at least interpret, and the plotting procedure is slightly more
cumbersome.

Example problem. For the following data, produce Lineweaver-Burk and
Eadie-Hofstee plots and calculate approximate KM and Vmax values.
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Velocity (�mol/min) [Substrate] (mM)

1.063 0.075
1.068 0.075
1.248 0.111
1.269 0.111
1.461 0.150
1.534 0.150
2.075 0.300
1.960 0.300
2.481 0.600
2.548 0.600

v

Vmax

Vmax /KM

v/[S]

Figure 3.4 Eadie-Hofstee/Hanes-
Woolf plot. In this plot, the
observed velocity, v, is plotted
against the value of the observed
velocity divided by the substrate
concentration that gave rise to
the observed velocity. Values for
Vmax and KM can be determined
from the graph as indicated.

Lineweaver-Burk answer: KM � 0.138 mM; Vmax � 2.94 �mol/min
Eadie-Hofstee answer: KM � 0.148 mM; Vmax � 3.05 �mol/min
Non-linear fit answer: KM � 0.162 mM; Vmax � 3.16 �mol/min

3.1.4 Multisubstrate systems

The kinetic expressions described above are useful only for those enzy-
matic systems that utilize single substrates and produce single prod-
ucts. However, many of the enzymes in the cell bring together more than
one substrate and produce more than one product. Consequently, the



kinetic expressions become more complex since more than one ES com-
plex is formed during the reaction cycle and the reaction velocity is
dependent on the concentration of both substrates. There are a myriad
of substrate/product combinations; for simplicity we will look at three
simple systems and go over the basic aspects of two of these systems.
These systems, while generally more simplified than many actual enzy-
matic mechanisms, provided the basis for most of the common multi-
substrate enzyme systems. Enzymes that use two substrates and
produce two products are referred to as Bi Bi systems (bireactant,
biproduct). 

E � A � B K E � P � Q (3.15)

As a matter of convention, the substrates are now referenced as A and
B and the products are referenced as P and Q. There are three basic ways
that two substrates and two products can interact with the enzyme’s
active site: ordered-sequential, ping-pong sequential, and random.
These terms describe the way in which the substrates bind to and are
released from the enzyme surface, as shown in Eqs. (3.16) to (3.19).

Ordered-sequential Bi Bi reaction mechanism. The ordered-sequential Bi
Bi mechanism is shown in Eq. (3.16), where the substrate binding to,
or releasing from, a particular enzyme species is indicated below the
bidirectional arrows.

(3.16)

An alternative means of presenting this enzymatic process is shown
in Eq. (3.17), where the substrates are bound to and released from a sur-
face which represents the various complexes during the reaction cycle.

(3.17)

In an ordered-sequential mechanism, the binding of the A substrate
always precedes the binding of the B substrate and product P is always
released before product Q. In addition, a ternary complex forms in
which both substrates are simultaneously bound prior to the catalytic
event and both products are bound prior to the release of P and then Q.
The explanation for this ordered mechanism is commonly that the bind-
ing of A influences the structure of the enzyme in some manner that
makes the binding of B much more likely. This is the case in most alcohol

 A  B   P  Q
D D   D D 

E  EA  EAB Sd EPQ  EQ  E

E hv
[A]

EA hv
[B]

 EAB vh  EPQ  vh
[P]

 EQ vh
[Q]

E
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dehydrogenases (see Clinical Box 1), where the first substrate to bind,
the coenzyme molecule NAD�, induces a conformational change in
the enzyme that actually creates the binding site for B. In many
enzymes, the binding of B to the free enzyme can happen at very high
concentrations, but from a practical standpoint, these concentrations
are seldom seen, so the fraction of the reaction that might go through
the reverse order of substrate binding is so small that it can often be
neglected.
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CLINICAL BOX 3.1
Alcohol Sensitivity in East Asian Populations 

The majority of beverage-derived ethanol is metabolized by two enzyme
systems in the liver: alcohol dehydrogenase and aldehyde dehydrogenase.

Both enzymes utilize a coenzyme, NAD�, as the electron acceptor in order
to catalyze the oxidation of their substrates. Humans possess multiple forms
of both enzymes; these are termed isoenzymes. Isoenzymes are related
gene products that catalyze similar reactions, but do so with differing affini-
ties for substrates and/or with differing rates of catalysis. A common occur-
rence among individuals with East Asian ancestry (China, Japan, North and
South Korea) is intolerance toward the consumption of alcoholic beverages.
This ethanol intolerance is characterized by a rapid “flushing reaction” in
which vasodilation of the blood vessels in the face gives rise to a reddened
appearance within a few minutes of ethanol consumption. In addition to this
external symptom, susceptible individuals also experience nausea, dizzi-
ness (syncope), and rapid heart rates (tachycardia) following the consump-
tion of alcoholic beverages (Hurley, Edenberg and Li, 2002).

The primary basis for these reactions is the presence of a different form
of aldehyde dehydrogenase, termed a polymorphic variant, in this ethnic
population. The polymorphic variant of this enzyme is the result of a single
nucleotide exchange in the gene that gives rise to a single amino acid
change in the enzyme structure. This amino acid substitution decreases the
ability of aldehyde dehydrogenase to use its coenzyme NAD� by 200-fold.
We measure this change by reporting the concentration of NAD� that gives
half-maximal activity—the KM value—which, in this case, requires that we
use 200 times the concentration we would use for the enzyme without this
mutation.

NAD+ NADH NAD+ NADH

Ethanol Acetate

Alcohol Dehydrogenase Aldehyde Dehydrogenase 

Acetaldehyde
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At the same time, this mutation also decreases the rate at which the
enzyme can catalyze its reaction by tenfold. As a consequence, this less
active form of the enzyme has less than 10% of the activity of the more active
form under the conditions that exist in the cell. The human liver cell main-
tains a relatively constant concentration of NAD� near 0.5 � 10�3 M.
However, due to this amino acid change, the less active form of aldehyde
dehydrogenase would require more than 100 times this concentration to
reach maximal activity, which would still be tenfold lower than the more
active form.

The basis for the physiological reaction to ethanol consumption is that
the intracellular levels of acetaldehyde begin to rise as a consequence of the
poor catalytic properties of this enzyme and spill out into the serum, where
the acetaldehyde causes vasodilation, dizziness, and nausea. Ultimately,
another enzyme takes over the metabolism of the acetaldehyde produced
by alcohol dehydrogenase. However, the levels of acetaldehyde must accu-
mulate before this enzyme can effectively utilize acetaldehyde as a substrate
(it has a high KM for acetaldehyde), and this accumulation of acetaldehyde
is what leads to the aversive reaction to beverage ethanol consumption.

Ping-pong sequential Bi Bi reaction mechanism. In a ping-pong
sequential mechanism, the substrate A is chemically converted to P,
and the enzyme, E, is modified in some manner by this reaction to
become F. Then substrate B binds to this modified form of the

E b EA b FP b F b FB b EQ b Ea a a a a a (3.18)[A] [P] [B] [Q]

enzyme, regenerates the original form of the enzyme, E, and is con-
verted to the product Q in this process. Classically, the enzymes that cat-
alyze the transfer of amino groups from one amino acid to a different
alpha-ketoacid (termed transaminases) obey ping-pong mechanisms. A
transaminase utilizes the coenzyme pyridoxal phosphate to pick up the
amine group from one amino acid, for instance aspartate, to generate
the alpha-ketoacid oxaloacetate. Coenzymes are small molecules that
are essential for the normal activity of the enzyme. During the trans-
amination process, the coenzyme pyridoxal phosphate is chemically
modified to pyridoxamine phosphate, which remains tightly bound to the
enzyme active site. In the next step, a second alpha-ketoacid, for instance
alpha-ketoglutarate, binds to this modified form of the coenzyme and
picks up the amino group from pyridoxamine phosphate to regenerate
the pyridoxal phosphate in the active site and produce the second
product, glutamate.



70 Chapter Three

Random Bi Bi reaction mechanism.

(3.19)

In a random mechanism, the enzyme still goes through a “ternary com-
plex” as observed in the ordered-sequential situation, but the substrates
can bind in either order and the products can dissociate in either order.
In this case, there is no structural or chemical pressure to select for pref-
erential binding and release of the ligands to the enzyme surface as
occurs in the ordered-sequential and ping-pong sequential mechanisms.

Kinetic expressions for Bi-reactant systems

Ordered Bi Bi mechanism:

 EA

 EB

 E  EAB →

→

  EPQ

 EP

 EQ

 E

[A]

 [B]

  [B]

[A]

[Q]

 [P]

  [P]

[Q]

ki k2 kp k3 k4E b EA b EAB b EPQ b EQ b Ea a a a a (3.20)
k�1 k�2 k�p k�3 k�4

For this enzymatic mechanism, the complete velocity expression, in the
absence of P and Q (initial rate, steady-state assumptions), is as follows:

(3.21)

These kinetic constants are defined in Eqs. (3.22) to (3.24) in terms
of their individual rate constants; kp and k�p are the forward and reverse
“product forming” rate constants.

(3.22)

(3.23)

(3.24)

(3.25)Vmax 5
k3k4kp

k3k4 1 k3kp 1 k4kp 1 k4k2p

KMB 5
k4sk22k3 1 k22k2p 1 k3kpd

k2sk3k4 1 k3kp 1 k4kp 1 k4k2pd

KMA 5
k3k4kp

k1sk3k4 1 k3kp1 k4kp1 k4k2pd

KiA 5
k21

k1
 strue dissociation constant for substate Ad

v 5
[A][B]Vmax

KiAKMB 1 KMB[A] 1 KMA[B] 1 [A][B]
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As you can see, the complexity of the kinetic expression increases
tremendously as does the interpretation of the physical meaning of the
individual kinetic constants. However, the practical descriptions for KM,
kcat, and kcat/KM outlined in Sec. 3.1.2 still apply here and serve as a basis
for understanding what these more complex Michaelis constants actu-
ally describe in these enzymatic systems. However, due to their increased
complexity, the kinetic experiment that properly determines the kinetic
constants of multisubstrate enzymes becomes two-dimensional. This
means that the concentration of both substrates must be varied simul-
taneously. Practically, this is carried out by varying the concentration
of one substrate at various constant concentrations of the second. The
kinetic plots are thus a series of saturation curves, in which the appar-
ent saturation for one substrate is plotted at various concentrations of
the second substrate (Fig. 3.5). Enzymatic mechanisms that proceed
through a ternary complex show a set of intersecting lines when plotted
using the method of Lineweaver and Burk. This is because the appar-
ent saturation level of one substrate influences the apparent saturation
level of the other substrate and vice versa.

Ping-pong sequential mechanism:

Figure 3.5 Ordered Bi Bi Lineweaver-Burk plot. The double recip-
rocal (Lineweaver-Burk) plot shows the results of a covary kinetic
experiment for a ordered Bi Bi kinetic system. In this plot, each line
represents a single fixed concentration of the second substrate, B.
The reciprocal of the velocities obtained at this concentration of B
and at varying concentrations of A are plotted against the recipro-
cal of the concentration of A that gave rise to the observed velocity.

1/v

1/[A]

[B] = 1.0 mM 

[B] = 2.0 mM 
[B] = 4.0 mM 

[B] = 0.5 mM 

E b EA b FP b F b FB b EQ b Ea a a a a a (3.26)
[A] [P] [B] [Q]

The complete velocity expression for the formation of P and Q from A
and B for this enzymatic mechanism is as follows; for simplicity we
have omitted the rate constants from these relationships.

(3.27)v 5
[A][B]Vmax

KMB[A] 1 KMA[B] 1 [A][B]



As in the ordered mechanism, the proper way to evaluate the kinetic con-
stants for enzymes that obey this mechanism is to vary both substrates
simultaneously and to thereby obtain a set of activity versus substrate con-
centration curves. However, unlike enzyme mechanisms that proceed
through a ternary complex, ping-pong mechanisms do not show interde-
pendence of substrate binding. Consequently, plotting the data using the
Lineweaver-Burk equation yields a set of parallel lines with constant slope
values and differing x- and y-intercepts (Fig. 3.6). This is because substrate
binding to the different enzyme forms (E or F) influences only the maxi-
mal velocity that can be obtained, but does not affect the apparent affin-
ity of the different enzyme forms for the second substrate.

The reader is referred to other textbooks and references for informa-
tion on how to obtain the relevant kinetic constants from these covari-
ation experiments.

3.2 Enzyme Inhibition

From a formal perspective, an enzyme inhibitor is any substance that
reduces the velocity of an enzyme-catalyzed reaction, which could
include changes in temperature or pH. However, since all enzymes will
respond at some level to these nonspecific changes in the environment,
we are most interested in mechanisms that confer some sort of speci-
ficity to the observed change in enzyme activity. Inhibition is the major
regulatory mechanism for the control of enzyme activity within the cell.
Often the end product of a metabolic pathway regulates its own pro-
duction by acting as an inhibitor on an enzyme near the beginning of a
pathway. This type of metabolic regulation is often referred to as end-
product inhibition. Inhibitors are used to investigate specificity and
kinetic mechanism of enzymes (order of substrate addition, i.e., which
substrate is A or B). Many of the currently prescribed pharmaceuticals
are inhibitors of enzymes. For example, aspirin, acetaminophen, and
ibuprofen are all inhibitors of enzymes in the inflammatory pathway.
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1/v
[B] = 2.0 

[B] = 4.0 

[B] = 1.0 
[B] = 0.5 

1/[A]

Figure 3.6 Ping pong Lineweaver-Burk plot. The double 
reciprocal (Lineweaver-Burk) plot for a ping-pong reaction
mechanism results from a series of experiments with fixed
concentrations for substrate B at varying concentrations 
of A.



The statin class of drugs inhibits HMG-CoA synthase in the pathway
of cholesterol synthesis (see Clinical Box 3.2), and various antibiotics are
inhibitors of cell wall synthesis or of bacterial protein synthesis. There
are three basic types of inhibitors: competitive, noncompetitive, and
uncompetitive. These classifications are based on which enzyme species
the inhibitor binds to, relative to the substrate molecule.
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CLINICAL BOX 3.2
Inhibitors of Cholesterol Biosynthesis

It is estimated that approximately 30% of the population in the United
States has circulating cholesterol levels that exceed desirable levels (
200
mg/dL) (American Heart Association). Elevated cholesterol levels are a major
indicator for the development of coronary artery disease and a number of fac-
tors contribute to the high prevalence of excess circulating cholesterol, includ-
ing genetic disposition and lifestyle issues. While familial hypercholes-
terolemia is one of the most common genetic diseases in the United States
(prevalence between 1/500 and 1/700), it accounts for only a small fraction of
patients with elevated cholesterol. Changes in diet and exercise among
patients diagnosed with elevated cholesterol levels can lead to a reduction in
circulating cholesterol levels for about 10% of the population. These simple
changes work because circulating cholesterol levels arise from two distinct
sources—from our diet and direct synthesis by the body. If we take in less cho-
lesterol in our diet, we can reduce the total cholesterol to which we are exposed
and reduce our serum cholesterol values. In addition, regular exercise has been
shown to decrease the fraction of cholesterol associated with serum proteins
that are associated with the development of arteriosclerosis.

If diet and exercise are insufficient to reduce cholesterol levels to less
than 200 mg/dL, additional interventions are required in order to lower
the risk for coronary complications. Cholesterol is synthesized in the liver
in a complex and multistep process. However, the committed step in this
process is the production of mevalonate from 3-hydroxy-3-methylglutaryl-
CoA by 3-hydroxy-3-methylglutaryl-CoA reductase (HMG-CoA reductase).
Consequently, inhibition of this committed step would directly reduce the
production of cholesterol by our liver and dramatically lower circulating cho-
lesterol levels in conjunction with changes in diet.

A whole class of drugs has been developed over the past 20 years that tar-
gets HMG-CoA reductase as important and central enzyme in cholesterol
synthesis. These drugs are generically termed statins (lovastatin, simvas-
tatin, pravastatin, and so forth) and function as competitive inhibitors of
HMG-CoA reductase. These are competitive inhibitors because each of the
statin drug molecules has a portion that closely resembles the structure of
3-hydroxy-3-methylglutaryl-CoA and competes with substrate binding, but
cannot participate in the reaction. Consequently, the inhibitors reduce the
amount of mevalonate, and ultimately cholesterol, produced by the liver.
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I S

Figure 3.7 Competition between substrate and inhibitor.
Shown is a graphical representation of the competition for the
substrate-binding site between the inhibitor molecule (I) and
the substrate molecule (S). The protein structure shown is
that of human glucokinase (PDB code 1V4S www.rcsb.org).

E � S b ES b E � Pa a
KM kp�

I (3.28)
Ki j

EI

3.2.1 Competitive inhibition

A competitive inhibitor is a compound that combines with the free enzyme
to form an EI complex, and in doing so directly prevents substrate bind-
ing to form the ES complex (the binding of S and I are mutually exclu-
sive, Fig. 3.7).

For a single substrate enzyme, the kinetic mechanism is as follows:

However, the initial velocity of the reaction will still be proportional
to kp[ES]. An infinite concentration of S will drive the equilibrium com-
pletely in favor of the productive reaction. Thus, it follows that Vmax

should be unchanged, but a higher concentration of S will be required
to attain a particular enzymatic rate than in the absence of the inhibitor
(Fig. 3.8). 

where KM 5
[E][S]
[ES]

   and   Ki 5
[E][I]
[EI]

www.rcsb.org


The velocity expression for the interaction of a competitive inhibitor
with an enzyme is as follows:

(3.29)

Examination of this equation shows that the apparent KM is increased
by (1 � [I]/Ki), without an effect on Vmax.

It is an important principle that the Ki for competitive inhibition is
equivalent to the [I] that doubles the slope of the 1/v versus 1/[S] plot,
but that it is not equivalent to the [I] that yields 50% inhibition. 

3.2.2 Noncompetitive inhibition

A classical noncompetitive inhibitor has no effect on substrate binding.
It binds reversibly to two different enzyme species, E and ES, in the reac-
tion pathway (Fig. 3.9). However, the ESI complex is inactive, such that
I must dissociate prior to proceeding with the catalytic step.

The kinetic mechanism for the simplest system, where the dissocia-
tion constant of I from EI and ESI is identical, is shown below.

v 5
[S]Vmax

KMs1 1
[I]
Ki
d 1 [S]
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where KM 5
[E][S]
[ES]

   and   Ki 5  
[E][I]
[EI]

 5  
[ES][I]
[ESI]

1/v

1/[S]

1/Vmax

[I] = 1 mM 
[I] = 0 mM 

[I] = 2 mM 
[I] = 4 mM 

Figure 3.8 Competitive inhibition plot. The double reciprocal
plot shows the effect that different fixed concentrations of a
competitive inhibitor, I, have on the observed velocity of an
enzymatic reaction at varying concentration of substrate, S.

E � S b ES b E � Pa a
KM kp� �

I I (3.30)
Kij jKi

EI � S b ESIaKM



An examination of the species in this diagram shows that an infinite
concentration of S will never completely drive the reaction toward prod-
uct formation. Thus, the Vmax of the reaction will be affected in the pres-
ence of I, but the KM value will be unaffected. The complete velocity
equation for this type of inhibition is as follows:

(3.31)

Since both terms in the denominator are multiplied by (1 � [I]/Ki), it
is the same thing as expressing the numerator divided by (1 � [I]/Ki);
thus, Vmax is reduced by (1 � [I]/Ki) (Fig. 3.10).

Quite often, however, the dissociation constants from the EI and ESI
complexes are not identical. This is termed mixed-type noncompetitive
inhibition, because both the Vmax and KM are affected by the presence

v 5
[S]Vmax

KM¢1 1
[I]
Ki
≤  1  [S]¢1 1

[I]
Ki
≤
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I

S

Figure 3.9 Noncompetitive inhibitor binding. Shown is a
graphical representation of one possible mode of inhibitor
binding in a noncompetitive system. Here the inhibitor, I,
binds to a site remote from that of the substrate-binding site
and by some mechanism slows the velocity for the conversion
of substrate (S) to product (P). The binding site for I here is
hypothetical, as there is no known regulator of glucokinase
that binds at the indicated site. The figure is used here only
to illustrate how noncompetitive or uncompetitive inhibitors
might bind to an enzyme.



of the inhibitor, but to different degrees. Now the form of the equation
is modified as shown below.

(3.32)

where Kis defines the dissociation constant from the EI complex and Kii

is the dissociation constant from the ESI complex.
You might ask: “Why is it called ‘mixed-type’ noncompetitive inhibi-

tion?” The answer is that if I binds very much more tightly to E than to
ES, then the equation essentially reduces to that for competitive inhi-
bition (intercept at 1/v axis). If the binding of I to E and ES are equiv-
alent, then it is the form for classical noncompetitive inhibition. Lastly,
if I binds very much more tightly to ES than to E, then it is termed
uncompetitive inhibition.

3.2.3 Uncompetitive inhibition

v 5
[S]Vmax

KM ¢1 1
[I]
Kis

≤  1  [S]¢1 1
[I]

K ii
≤
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1/v

1/[S]

[I] = 0 mM 
[I] = 1 mM 
[I] = 2 mM 

[I] = 4 mM 

–1/KM

Figure 3.10 Noncompetitive inhibition plot. The double recip-
rocal plot shows the effects of different fixed concentrations
of a noncompetitive inhibitor, I, on the observed velocity of an
enzymatic reaction at varying concentrations of substrate, S.

where KM 5  
[E][S]
[ES]

   and   Ki 5  
[ES][I]
[ESI]

E � S b ES b E � Pa a
KM kp�

I (3.33)
Kij

ESI



The velocity equation for uncompetitive inhibition is found below.

(3.34)

Both the KM and Vmax are decreased by the same amount, (1 � [I]/Ki).
Thus, since the slope of a line on a Lineweaver-Burk plot is equivalent
to KM/Vmax, the slope of the lines at various [I] do not change, but their
intercepts on the 1/v and 1/S axes do change, with the consequence that
a series of parallel lines result (Fig. 3.11). 

3.3 Cooperative Behavior in Enzymes

Many enzymes are classified as cooperative enzymes. A common fea-
ture of all cooperative enzymes is that they contain multiple copies of the
same polypeptide chain to form the functional enzyme, or a set of differ-
ent polypeptide chains combine to form the functional enzyme. A conse-
quence of these multiple polypeptide chains is that there are multiple
active sites that all catalyze the same reaction. Not all enzymes with mul-
tiple active sites show cooperativity, but all cooperative enzymes have
multiple active sites. In contrast to the enzymes in the preceding section,
cooperative enzymes communicate information between their active sites.
This cooperativity could result in either the activation of the other active
site(s) (positive cooperativity) or the inhibition of the other active site(s)
(negative cooperativity). Many cooperative enzymes also contain binding
sites for other ligands (regulatory molecules) that influence the nature or
degree of cooperativity between the active sites in the enzyme complex.

The enzyme aspartate transcarbamoylase is a cooperative enzyme that
shows allosteric regulation by components of the metabolic pathway in
which it participates. This enzyme catalyzes the first step in the biosynthetic

v 5
[S]Vmax

KM 1 [S]¢1 1
[I]
Ki
≤
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1/v

[I] = 4 mM 
[I] = 2 mM 

[I] = 0 mM 
[I] = 1 mM 

1/[S]

Figure 3.11 Uncompetitive inhibition plot. The double recip-
rocal plot shows the effects of different fixed concentrations
of an uncompetitive inhibitor, I, on the observed velocity of
an enzyme catalyzed reaction at varying concentrations of
substrate, S.



pathway for production of cytidine triphosphate (CTP) (Fig. 3.12). CTP is
an essential nucleotide triphosphate for a number of metabolic reactions.

One of the more important uses of CTP is during the duplication of
the cell’s genetic material prior to mitosis. Consequently, prior to cell
division there is a large requirement for CTP for DNA synthesis, but
that requirement diminishes when DNA synthesis is not proceeding.
To address this variable metabolic demand, the cell needs to sense
when sufficient resources are available for CTP synthesis and when
enough CTP has been synthesized for its current metabolic needs. In
this regard, the enzyme is allosterically activated by adenosine
triphosphate (ATP). Since ATP is required for the reaction catalyzed by
this enzyme, a threshold level of ATP must be present in order to acti-
vate the enzyme. In contrast, the eventual product of the metabolic
pathway, CTP, is an allosteric inhibitor of aspartate transcarbamoylase
such that when sufficient levels of CTP are available the reaction is
inhibited (Fig. 3.13).

These allosteric regulatory molecules bind to sites on the enzyme sur-
face that are distinct from the active site (there is a separate ATP bind-
ing site in the active site for catalyzing the actual reaction). When
molecules bind to these sites, conformational changes occur that influ-
ence the ability of the active sites to catalyze the reaction. The regula-
tion of enzyme activity within a metabolic pathway by the pathway’s
ultimate product is termed feedback inhibition. The end product of
the pathway controls the flux through the pathway, preventing too much
product synthesis, which would be energetically wasteful.

Notice that the substrate saturation profiles in Fig. 3.13 are not hyper-
bolic. Cooperative enzymes show sigmoidal (S-shaped) saturation curves
that reflect the fact that initial binding of a substrate to one active site
is difficult, but its binding activates the other active sites for binding the
substrates. The saturation kinetics for cooperative enzymes is governed
by the following equation.

(3.35)v 5
Vmax [S]n

KS 1 [S]n
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Carbamoyl-Asp CTPAsp

Figure 3.12 Feedback inhibition. The sim-
plified diagram of the synthetic pathway
for CTP shows the feedback inhibition of
CTP on the first step in the pathway
which is catalyzed by aspartate transcarb-
amoylase. 



The exponent, or Hill coefficient, n, is indicative of the type and
degree of cooperativity. If n � 1, then standard Michaelis-Menton
kinetics are observed; if n 
1, then the enzyme exhibits positive coop-
erativity; if n 	1, then the enzyme exhibits negative cooperativity. In
order to determine the value of n in this equation, we generally per-
form a separate analysis of the data and fit the data obtained to the
Hill equation [Eq. (3.35)]. A Hill plot is generated by plotting the log-
arithm of the fraction of enzyme with bound substrate divided by the
fraction of enzyme free in solution versus the logarithm of the substrate
concentration. This relationship produces a linear relationship in
which the slope of the line in the middle of the plot is equal to n. In
this equation, the quantity y is the fraction of enzyme to which sub-
strate is bound.

(3.36)

In the case of positive cooperativity, the maximal value for n is equal
to the number of substrate binding sites in the enzyme complex, though
this value does not always reach this limit. For instance, hemoglobin
binds oxygen molecules cooperatively to the four binding sites present
in this tetrameric protein molecule (tetramer � four copies), but its Hill
coefficient is only 2.9. 

log [
y

s1 2 yd
] 5  log KS 1 snd log [S]
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[Aspartate]

v
+ CTP

+ ATP

Figure 3.13 Sigmoidal substrate binding curves. The
center curve is the substrate saturation curve for the
enzyme aspartate transcarbamoylase. This saturation
curve is shifted to the left (making the enzyme more
active at any given concentration of aspartate) in the
presence of the allosteric activator ATP. It is shifted to
the right (making the enzyme less active at any given
concentration of aspartate) in the presence of the
allosteric inhibitor CTP.



3.4 Covalent Regulation of Enzyme Activity

There are two basic types of covalent control of enzyme activity: reversible
and irreversible. An example of irreversible activation is the proteolytic
cleavage of proenzymes in the digestive tract that lead to the active forms
of trypsin and chymotrypsin. The activation of these proteolytic enzymes
outside the cell is critical, as the presence of active enzymes within the cell
could lead to the unwanted degradation of cellular components, or to the
complete digestion of the contents of the secretory vesicles in which the
proenzymes reside prior to secretion from the cell. Another example of irre-
versible inhibition of enzyme activity is the action of serpins on extracel-
lular proteases. Proteases, in addition to their action during digestion,
are essential contributors to the remodeling of the extracellular matrix and
in the action of the clotting cascades. Following activation of these pro-
teases, the duration of their activity is controlled by the presence of spe-
cific inhibitors, termed serpins (serine protease inhibitors), that form tight
and irreversible complexes with the proteases. This complex is then rap-
idly cleared from the extracellular circulation and degraded.

The key reversible covalent modification of activity is phosphorylation.
In eukaryotic systems, protein kinases utilize ATP to transfer a phos-
phate to the protein on the side chains of either serine, threonine, or
tyrasine residues in the target protein’s sequence (Fig. 3.14). The speci-
ficity of kinases determines both which amino acid is phosphorylated
and which protein is phosphorylated. Protein phosphatases hydrolyze
the phosphate moiety off of the phosphorylated protein using water to
catalyze the reaction and release free phosphate groups (Fig. 3.14).
Notice that if this process is not regulated, it becomes a “futile” cycle of
ATP hydrolysis. Thus, the phosphorylation and dephosphorylation reac-
tions must be highly specific and tightly controlled, and opposing activ-
ities must be coordinated by the cell. A principal way by which changes
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Figure 3.14 The phosphorylation cycle of proteins.
Phosphorylation is a key reversible covalent mod-
ification of enzyme activity. Protein kinases utilize
ATP to transfer a phosphate to the protein, while
protein phosphatases are enzymes that remove
phosphate groups. Addition or removal of phos-
phate changes protein activity, but does not nec-
essarily correspond with enzyme activation or
inhibition.
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in the phosphorylation state of proteins within the cell arise is as a
response to some extracellular signal, such as hormone action (see Chap.
4 on Cellular Signaling). 

A good example of coordinate regulation of a pathway is the control of
glycogen synthesis and its breakdown. Glycogen synthase, as the name
implies, synthesizes glycogen from glucose, and glycogen phosphorylase
breaks down glycogen to glucose. Phosphorylation of glycogen synthase
inactivates the enzyme, while phosphorylation of glycogen phosphorylase
activates the enzyme. The cell responds to the hormone epinephrine by
activating protein kinases that phosphorylate both enzymes, while the
hormone insulin causes the opposite effects on the phosphorylation states
of these two enzymes by activating phosphatases (Fig. 3.15). 

The action of these hormones is directed to different kinases and
phosphatases that are specific for their target enzymes, glycogen syn-
thase and glycogen phosphorylase, in this example. This is a common
theme in the regulation of cellular processes in response to changes in
the external environment. In the above example, this type of coordinate
regulation of activity is crucial, otherwise the activity of phosphorylase
and glycogen synthase will oppose each other and no net synthesis of
glycogen or net breakdown of glycogen will occur during periods of glu-
cose excess or glucose deficiency, respectively.
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Figure 3.15 Glycogen regulation. Glycogen synthesis and glycogen breakdown are
regulated by the hormones epinephrine and insulin. When glucose levels are high,
the organism responds by releasing insulin which signals the activation of enzymes
responsible for glucose storage. The action of epinephirine opposes that of insulin
and leads to the activation of phosphorylase and inhibition of glycogen synthase.
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4
Cellular Signal Transduction

James P. Hughes, Ph.D.

OBJECTIVES

■ To introduce receptor structure, specificity, and regulation
■ To describe how ligand-receptor interaction initiates signaling
■ To present representative signaling pathways used by cells

OUTLINE
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4.4 Signal Transduction via Membrane Receptors 93

4.5 Signaling in Apoptosis 101

Transducers convert energy from one form to another and
signal transduction is the method by which signals are
converted. The cell’s molecular circuits sense, amplify, and
integrate certain input signals received from its environment
to generate responses such as changes in enzyme activity, gene
expression, or ion-channel activity. Defects in these pathways
are associated with cell dysfunction and disease. Cellular
engineering aims at elucidating specific disease-related signal
transduction cascades to generate novel drug targets and
markers allowing for diagnosis of disease and tracking of
disease progression.

85

Copyright © 2007 by The McGraw-Hill Companies, Inc. Click here for terms of use. 



86 Chapter Four

Maintenance of homeostasis requires constant communication among
cells. Messages must be sent in a timely manner, and they must be spe-
cific. Sometimes, specificity is maintained by cellular architecture. This
is, for instance, the case when one neuron synapses on the next (see
Chap. 6). But more often than not, specificity is determined by cellular
receptors that recognize individual messages and translate (trans-
duce) them into language that is meaningful to the cell. The structure
of cellular receptors is introduced in Chap. 6 with emphasis on neuronal
receptors. Receptor-associated recognition and translation are the com-
plex processes that will be addressed in this chapter.

4.1 Cellular Signaling

In most cases, intercellular communication involves binding of chemical
messengers to appropriate receptors. Messengers are often classified on
the basis of how far they travel before reaching a target tissue (Fig. 4.1).
Autocrine messengers act on the producing cell. An example would be
insulin-like growth factor 1 (IGF1), which is produced by cartilage cells
and stimulates proliferation of the same chondrocytes. A paracrine mes-
senger acts on neighboring cells. Neurotransmitters are classified as

Endocrine
(Hormones)

Juxtacrine
(Growth/development factors,

immunity regulators)

Autocrine
(Growth factors)

Paracrine
(Growth factors, neurotransmitters)

Figure 4.1 Classification of chemical messengers. Chemicals can
act as autocrine, paracrine, juxtacrine, or endocrine messengers,
depending on how far they travel and whether they are free or cell
associated. For details, see Sec. 4.1.
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paracrine messengers because chemicals secreted by one neuron diffuse
across a synaptic cleft to regulate the activity of a second neuron. Of
course, neurotransmitters may also act in an autocrine manner by acting
back on the secreting cell. A juxtacrine messenger acts on neighboring
cells but does not diffuse from the cell producing it. Juxtacrine messen-
gers include (1) a protein in the membrane of one cell that binds to a recep-
tor on an adjacent cell, (2) a ligand (a molecule that binds to another
substance) in the extracellular matrix secreted by one cell binding to a
receptor on an adjacent cell, and (3) a signal that is transmitted directly
from the cytoplasm of one cell into the cytoplasm of an adjacent cell. One
example of juxtacrine signaling would be the triggering of apoptosis (see
Sec. 4.5, Signaling in Apoptosis) when the Fas ligand on the surface of a
cell, for example, a cytotoxic T lymphocyte (CTL), binds to a Fas receptor
on an adjacent cell. Finally, an endocrine messenger, or hormone, is a
chemical that acts at a greater distance from the site of secretion.
Estrogens, hormones that are produced by ovarian cells, diffuse into the
blood and are carried to receptors in the breast, uterus, brain, and in other
distant targets. However, estrogens also act back on the secreting cells
and on neighboring cells, so they could also be classified as autocrine or
paracrine messengers. It is clear that classifications based on distance to
the target tissue are somewhat arbitrary. Hence, classifying a messenger
is far less important than understanding its interaction with a receptor.

4.2 Receptor Binding

Highly specific receptors allow cells to differentiate among closely related
signaling molecules. Each receptor contains a receptor binding site, or
three-dimensional binding pocket, that accommodates a ligand having
the appropriate shape and functional groups. Upon entering the bind-
ing pocket, the ligand will form noncovalent bonds with amino-acid side
chains surrounding the pocket. In many cases, the pocket is not a fixed
structure. Rather, the pocket is somewhat “plastic” and tolerates some
variation in ligand structure. However, critical changes in ligand struc-
ture may greatly decrease the affinity of the receptor for the ligand or
the ability of the ligand-receptor complex to trigger a biological response
(see Secs. 4.3 and 4.4 on Signal Transduction). 

The equation below is a simplistic representation of the interaction
between a ligand, L, and its receptor, R. The probability of achieving a
critical concentration of a ligand-receptor complex [LR] depends on the
concentration of the ligand [L] and the concentration of the receptor [R].
Once a critical complex concentration has been achieved, a biological
response will be observed.

[L] + [R] ⇔ [LR] →→→ Biological Response
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Receptor affinity is a measure of the avidity with which a receptor
binds a ligand, just as enzyme affinity indicates the avidity of an enzyme
for the substrate (see Chap. 3). Receptor affinity most often is expressed
in terms of the dissociation constant (Kd) or the concentration of
free ligand at which half the receptors are occupied. (The dissociation
constant for enzymes is named KM.) Kd values generally range from
10�8 to 10�12 Molar. It can be appreciated from the Kd values that high-
affinity receptors are 50% occupied even when the ligand is present at
a very low concentration. At best, however, the Kd for a receptor provides
only a ballpark estimate of the concentration of ligand needed to trig-
ger a biological response. 

In some systems, activation of only a small percentage (e.g., 	1%) of the
total number of cellular receptors is necessary to generate a maximal bio-
logical response. When occupation of only a small fraction of the receptors
is required, the Kd overestimates the concentration of ligand necessary to
produce a biological response. The discovery of systems that could be max-
imally activated by occupancy of only a small percentage of the total recep-
tors gave rise to the concept of spare receptors. This is a misleading term,
because it suggests that the majority of the receptors have no real func-
tion. In truth, expression of “spare receptors” serves to increase the sen-
sitivity of a cell to a particular ligand. A cell that expresses a thousand
receptors is much more likely to generate the required number (e.g., 10)
of ligand-receptor complexes than a cell that expresses only 20 receptors.
Hence, expression of more receptors (receptor up-regulation) increases cell
sensitivity, whereas receptor down-regulation decreases cell sensitivity.

Regulation of receptor expression is critical for normal cell signaling.
One example is the down-regulation of G-protein-coupled receptors
(GPCRs; see Sec. 4.4.1) that occurs in response to prolonged stimulation.
GPCR signaling involves activation of a membrane-associated G protein
composed of a-, b-, and g-subunits. Upon activation, the bg subunits of
the G protein are released and stimulate a GPCR kinase (GRK) that
phosphorylates the receptor. GRK-phosphorylated receptor binds regu-
latory proteins called b-arrestins which induce down-regulation. This
desensitizing mechanism is responsible in part for the tolerance that
develops in response to drugs such as morphine. GPCR down-regulation
in response to receptor occupancy is an example of homologous (i.e., by
its own ligand) down-regulation. Receptor expression also can be regu-
lated by heterologous ligands that act through other receptors. For exam-
ple, estrogens acting through estrogen receptors (ERs) up-regulate
receptors for progesterone in the endometrium of the uterus and in the
breast. Conversely, progesterone acting through its own receptor, down-
regulates ERs in the endometrium, preventing excessive cell prolifera-
tion. The important take-home message is that cell signaling depends
on receptor concentration as well as on ligand concentration.
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Ligands bound by a receptor may function as agonists, antagonists,
or partial agonists. Agonists are capable of activating the receptor and
triggering a biological response. An antagonist is bound by the recep-
tor, often with high affinity, but binding does not activate the receptor
and may block the activity of another ligand. Clearly, Kd and biological
response are completely disconnected in the case of antagonists. A par-
tial agonist generates a biological response under some conditions but
blocks receptor activity under different conditions. The effect exerted by
a partial agonist may depend on the form of the receptor expressed, com-
petition with other ligands, the presence of specific accessory molecules
(e.g., coactivators), or other factors present in specific target tissues. For
example, the drug tamoxifen acts as an estrogen antagonist in the breast
but as an estrogen agonist in the uterus. Hence, tamoxifen can be used
to treat some breast cancers, but the drug may increase the incidence
of cancers of the uterine lining. 

Receptor activation often involves subtle changes in receptor shape
or conformation. Figure 4.2 shows changes in the binding domain of the
estrogen receptor alpha (ER-a) in response to an estrogen agonist
(diethylstilbestrol) and an estrogen antagonist (hydroxytamoxifen).
Agonist binding shifts the position of helix 12 and exposes a hydropho-
bic cleft formed by helices 3, 4, and 5. The cleft recognizes an amino-acid
motif (LXXLL, where X is any amino acid and L is leucine) found in sev-
eral steroid-receptor coactivators. Therefore, the agonist-induced shift
in helix 12 can trigger a biological response. The antagonist, though
bound with high affinity by the receptor, does not induce the appropri-
ate shift of helix 12, and thus does not trigger a biological response. The

CLINICAL BOX 4.1
Partial Estrogen Agonists (Raloxifene)

Partial estrogen agonists have been used for many years in hormone
replacement therapy in postmenopausal women. Raloxifene (Evista) is a
selective estrogen receptor modulator (SERM) that is widely used in
the United States because the drug shares estrogen’s bone-protecting
actions. Unlike estrogen, raloxifene does not increase the risk of breast or
endometrial (uterine) cancer. However, raloxifene is not the perfect sub-
stitute for estrogen. Both estrogen and raloxifene increase the risk of blood
clotting, and raloxifene exacerbates hot flashes.
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mechanism described above applies most directly to steroid receptors,
but changes in conformation also underlie the signaling cascades initi-
ated by membrane-bound receptors.

4.3 Signal Transduction via Nuclear
Receptors

Nuclear receptors are transcription factors that regulate the frequency
and accuracy of transcription initiation. Therefore, nuclear receptors
interact with the general transcription factors (GTFs) and RNA
polymerase II that assemble at the promoter, which is a specific
DNA sequence most often found just upstream of a gene (also see Chap.
7.4). Generally, interactions between transcription factors and the GTF-
polymerase complex are mediated, at least in part, by coactivator or
corepressor proteins (Fig. 4.3). Coactivator proteins activate gene tran-
scription by increasing the efficiency with which the GTF-polymerase
complex assembles at promoter region of the gene. Conversely, core-
pressor proteins inhibit transcription.

Coactivators increase transcription in several different ways. Some coac-
tivators alter nucleosome structure. The promoter region of a gene often
is inaccessible to the GTF-polymerase complex because the DNAis wrapped
around a core of histone proteins or is associated with other proteins.

AntagonistAgonist

H3

H3

H5 H5

H4 H4

H12

H12LXXLL

Figure 4.2 Ligand binding domain of estrogen receptor alpha
(ER-a). The receptor associates with the receptor agonist diethyl-
stilbestrol (left) and the receptor antagonist hydroxytamoxifen
(right). H1, H2, H3, H4, H12, helices 1,2,4, and 12. LXXLL, motif
for receptor coactivator. For details, see Sec. 4.2. (Modified from
Fig. 2 in the publication by Shiau et. al., 1998.)
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One group of coactivators forms histone-modification complexes that
can facilitate transcription by modifying histones and other chromatin
proteins. For example, coactivators such as SRC (steroid-receptor coac-
tivator), p300/CBP (CREB binding protein), and PCAF (p300/CBP-
associated factor) have histone acetyltransferase (HAT) activity and
add acetyl groups to lysine residues in histones (Fig. 4.3). Acetylation
negates positive charges on histones and loosens their binding to DNA.
Coactivators such as the coactivator-associated arginine methyltrans-
ferase (CARM) express arginine methyltransferase activity, and increase
transcription by adding methyl groups to arginines in histones and in
other proteins. 

A second group of coactivators forms chromatin-remodeling complexes
that use ATP to make DNA available for transcription. One example of
a chromatin-remodeling complex is the switching mating types/sucrose
nonfermenting (SWI/SNF) family of proteins. The actions exerted by this
complex are unclear, but they may involve histone sliding or simply a
loosening of the association between DNA and histones.

Finally, a third group of coactivators forms mediator complexes that
link transcription factors to the GTF-polymerase complex. An example
of a mediator complex is the TRAP/DRIP (thyroid hormone receptor-
associated protein/vitamin D receptor interacting protein) complex. This
mediator complex acts as an adaptor that allows transcription factors
to communicate with the GTF-polymerase complex. Categorization of
coactivators as histone-modifiers, chromatin-remodelers, or mediators is
somewhat arbitrary because coactivators can exert multiple functions.

Histone

DNA

Ligand

RE

TRAP/DRIP
complex

p220/205
p300/CBP

PCAF
complex

CARM

SWI/SNF
complex

BRG1

SRC

R R

PC
AF

Figure 4.3 Regulation of gene transcription by ligand-activated
receptors (R). Ligand-activated receptors (R) bind to specific
DNA sequences (i.e., response elements, RE) and recruit vari-
ous coactivator or corepressor proteins. For details, see Sec. 4.3.
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One such example is p300/CBP, because this histone-modifier also inter-
acts with GTFs.

The coactivators and coactivator complexes do not assemble simul-
taneously on the activated receptor (transcription factor). Rather, a
subset of coactivators binds transiently to the activated receptor and

APPLICATION BOX 4.1
Development of the “Perfect Estrogen”

Estrogen binding and consequent signaling is complex. The nuclear forms of
the estrogen receptor (ER) shown in the figure associate with DNA-binding
domains (DBD) with specific regions (response elements, RE) of the DNA.
The bound receptors then regulate the transcription of multiple genes.
Regulation of transcription requires transactivation functions (AF) on
the receptor that bind specific coactivator proteins. Estrogen also binds to
cell-membrane (i.e., nonnuclear) receptors, but the signaling actions of
these receptors are unclear.

Hence, the development of the “perfect” estrogen has to take into account
the existence of (1) multiple estrogen receptors (ER-a, ER-b, membrane
forms), (2) multiple transactivation functions (AF-1 and AF-2) on each recep-
tor, and (3) cell-specific coactivator proteins (i.e., SRC, p300). The ligand-
binding domains of ER-a and ER-b have been well described and numerous
ligands have been synthesized. Not surprisingly, receptor affinity has not
always correlated well with receptor activation. Moreover, it has been dif-
ficult to develop ligands selectively recognized by ER-b. Identification of
the perfect selective estrogen receptor modulators (SERMs) undoubtedly will
require development of rapid screening systems. For one example of a SERM
see Clinical Box 4.1. Modified two-hybrid systems can be used as screens for
the effects of ligands on receptor AFs. However, cellular systems engineered
to express relevant coactivator proteins and even more cumbersome bioas-
says will still be required to identify promising SERMs.
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exerts its actions. The initial coactivator subset is then displaced by a
new group of coactivators that exerts a complementary action.
Sequential binding of coactivators is dictated in part by the fact that sev-
eral of the coactivators bind via the same LXXLL motif (Fig. 4.2), pre-
cluding simultaneous assembly on a single receptor. 

It also should be remembered that the coactivators are shared by a
large number of transcription factors. Sharing allows a complex com-
munication or cross talk between transcription factors. For instance, dif-
ferent transcription factors may compete for a limited pool of coactivator
proteins, and thus exert mutual inhibitory actions. There are innu-
merable families of coactivator proteins, and expression of specific coac-
tivators varies greatly among cell types. Hence, two cells exposed to
the same nuclear receptors/transcription factors can respond very dif-
ferently.

Corepressor proteins mediate inhibitory actions on transcription.
For example, in the absence of thyroid hormone, the thyroid-hormone
receptor binds to the corepressor molecules nuclear receptor corepres-
sor (N-CoR) and silencing mediator of retinoid and thyroid receptors
(SMRT). These corepressor proteins attract additional complexes con-
taining histone deacetylase (HDAC) activity. The subsequent removal
of acetyl groups from lysines in histones represses transcription by
inducing a more compact chromatin conformation.

4.4 Signal Transduction via Membrane
Receptors

Signal transduction across a cell membrane and activation of sig-
naling pathways within the cell are diverse and complex processes.
Indeed, even a superficial description of the many pathways is beyond
the scope of this chapter. Hence, discussion primarily will be limited to
receptors whose transduction mechanisms involve guanine-nucleotide
binding proteins (G proteins), “direct” activation of protein kinases, or
“direct” activation of proteases. It will become apparent that there is con-
siderable overlap among all signaling pathways.

4.4.1 G-protein-coupled receptors (GPCR)

The prototypical GPCR comprises seven a-helices, each of which crosses
the cell membrane (i.e., a 7-transmembrane receptor). The a-helices are con-
nected by peptide sequences (loops) that contain binding sites for ligands
and signaling molecules (Fig. 4.4). The extracellular portion of the recep-
tor contains a ligand-binding site while the intracellular loops associate with
heterotrimeric G proteins composed of a-, b-, and g-subunits. G-protein
subunits activated by ligand binding commonly couple the receptor to
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enzymes, ion channels, or other effector molecules in the cell. Signaling
through GPCRs can be quite complex, because there are many different
G proteins that interact to regulate multiple pathways within a cell.

Activation of heterotrimeric G proteins primarily involves an exchange
by Ga of guanosine diphosphate (GDP) for guanosine triphosphate (GTP)
and dissociation of Ga from the bg subunits. This GDP-GTP “off-on”
switch mechanism is encountered in many regulatory pathways that
incorporate small GTP-binding proteins (proteins related to Ga) that
belong to five subfamilies (i.e., Ras, Rho, Ran, Rab, and Arf ). Ga remains
in an activated state until GTPase activity intrinsic to Ga hydrolyzes
the GTP to GDP. For some time, it was believed that the primary func-
tion of the bg subunits was inhibition of Ga. However, it has been shown
that the bg subunits also exert important intracellular actions. One
example discussed in Sec. 4.2 on Receptor Binding was that released bg
subunits stimulate a GPCR kinase (GRK) that phosphorylates the recep-
tor. The phosphorylated receptor then binds regulatory proteins called
b-arrestins which induce down-regulation.

The adenylyl cyclase (AC)-cAMP pathway. One of the first G-protein-coupled
pathways to be identified was the adenylyl cyclase (AC)-cAMP path-
way (Fig. 4.5). This pathway is activated by many G-protein-coupled
receptors (GPCRs) including b-adrenergic receptors that bind epineph-
rine (adrenalin) and norepinephrine (noradrenalin). Binding of epi-
nephrine to the extracellular portion of its receptor transmits a signal
to the associated G-protein (Gs or “stimulatory” G protein) that causes

Figure 4.4 The figure shows a prototypical G-protein-
coupled receptor (GPCR). GPCRs are characterized
by seven transmembrane helices (H1-H7) connected
by intervening loops. Extracellular loops contain a
ligand-binding site (L) and intracellular loops bind a
G protein composed of a, b, and g subunits. For details,
see Sec. 4.4.1.

αGDP

H1 H2 H3 H4 H5 H6 H7

L

γ
β
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Gsa to exchange GDP for GTP. The activated Gs (Gsa-GTP) dissociates
from the bg subunits and binds to adenylyl cyclase (AC), a trans-
membrane enzyme. AC bound to Gsa-GTP actively converts adenosine
triphosphate (ATP) to cyclic adenosine monophosphate (cAMP).
Because cAMP mediates some of the actions of the receptor, it often is
referred to as a second messenger. Although ingrained in the literature,
the term second messenger is of limited value because receptors often
generate multiple messengers that cannot be placed in any specific order.

The pathway leading from activation of a GPCR to generation of cAMP
may seem more complex than is necessary just to create an intracellular
signaling molecule. However, multistep pathways allow for amplifica-
tion and integration. For example, activation of AC by Gsa-GTP can
amplify the original signal by producing numerous molecules of cAMP.
Integration is achieved when other pathways modulate (1) Gsa activation,
(2) adenylyl cyclase (AC) activation, or (3) accumulation of cAMP.

Activation of Gsa is limited by intrinsic GTPase activity that
hydrolyzes bound GTP to GDP. However, proteins known as regulators
of G-protein signaling (RGS) can promote GTP hydrolysis and inacti-
vation of heterotrimeric G proteins. RGS proteins are similar to the
GTPase-activating proteins (GAPs) (Fig. 4.6) that play important roles
in regulating the activities of the closely related small G-proteins.
Heterotrimeric G proteins and small G proteins also are regulated by
guanine nucleotide exchange factors (GEFs) (Fig. 4.6) that promote
exchange of GDP for GTP, and thus promote G-protein activation. The
receptor generally serves as the GEF for heterotrimeric G proteins but
in some cases, activators of G-protein signaling (AGS) proteins may
stimulate GDP-GTP exchange independent of a receptor. 

Figure 4.5 cAMP-adenylyl cyclase (AC) system. Figure
shows an activated Ga (i.e., associated with GTP)
bound to AC, a transmembrane enzyme. AC activated
by Ga converts ATP to the “second messenger” cAMP.
Released bg subunits are free to activate additional
pathways.

αGTP

AC

ATP cAMP

γ
β
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Adenylyl cyclase (AC) and cAMP are also points of integration. For
example, a competing pathway may activate an “inhibitory” G protein
(Gi) that decreases the activity of AC or activates phosphodiesterases
that degrade cAMP to 5’-adenosine monophosphate (5’-AMP). Hence,
every step within a single signaling pathway represents a highly con-
trolled intersection in a complex cellular road map.

Cellular signaling by cAMP occurs in large part through activation of
protein kinase A (PKA), a serine-threonine kinase. More recently, it
has been shown that cAMP also activates PKA-independent pathways
through the exchange protein directly activated by cAMP (Epac). Epac
is a GEF for the small GTPases Rap1 and Rap2 (Ras-proximate-1, 2),
small GTP-binding switch proteins that belong to the Ras family. This
latter pathway is mentioned to illustrate the complexity of cellular sig-
naling, but not discussed in detail here.

Cyclic AMP activates PKA by binding to the regulatory subunit (R) of
the enzyme and releasing the catalytic subunit (C) (Fig. 4.7). The catalytic
subunit is then capable of transferring a phosphate group from ATP to
serine and threonine residues in specific proteins. Binding of a negatively
charged phosphate can alter the conformation and activity of the protein.

Many proteins serve as targets for activated PKA (Fig. 4.8). One
example is the cAMP response-element binding protein (CREB). Upon
phosphorylation, CREB translocates to the nucleus and binds to DNA
at a specific sequence of bases known as the cAMP response element
(CRE). CREB then regulates gene transcription by interacting with var-
ious coactivators and/or corepressors in a manner similar to the scenario
described earlier for the estrogen receptor. Many other proteins also

Pi

GAP

G-protein-GTP
(active)

(inactive)
G-protein-GDP

GTP

GEF

GDP

Figure 4.6 Regulation of G-protein activity. G-protein
activity can be inhibited by GTPase activating pro-
teins (GAPs) that increase hydrolysis of GTP to GDP
and stimulated by guanine nucleotide exchange fac-
tors (GEFs) that promote exchange of GDP for GTP
(GEFs).
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Figure 4.8 The active catalytic subunit (C) of PKA phos-
phorylates CREB and many other proteins in the cell.
Phosphorylation can alter the activity of the proteins, and
thus affect cell function.

Figure 4.7 Activation of PKA by cAMP. Two mole-
cules of cAMP bind to each of the regulatory subunits
(R) of PKA and release the active catalytic subunits
(C). The catalytic subunits convert ATP to cAMP.
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are phosphorylated by PKA, including enzymes, G-proteins, ion chan-
nels, cytoskeletal proteins, and receptors. 

Phosphorylation often alters protein function. This was also explained
as important covalent modification of enzyme activity (see Sec. 3.4). One
of the first PKA-regulated pathways identified was the pathway lead-
ing to glycogen breakdown. In this pathway, PKA phosphorylates the
enzyme phosphorylase kinase, which in turn phosphorylates the enzyme
phosphorylase. Activated (phosphorylated) phosphorylase promotes
breakdown of glycogen to glucose. This enzyme cascade allows for signal
amplification and provides points for signal integration. Hence, trig-
gering the cAMP-PKA pathway can alter many cytoplasmic and nuclear
events within a cell.
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The phospholipase C (PLC) pathway. G-protein-coupled receptors (GPCRs)
are coupled to G-proteins from several families, including Gs, Gi, Gq, and
G12/13. Each of these G-protein families triggers different pathways. For
example, binding to Gq can lead to activation of phospholipase C (PLC),
an enzyme that increases cytosolic calcium through cleavage of the mem-
brane phospholipid 4,5-bisphosphatidylinositol (Fig. 4.9). Cleavage of the
lipid leads to release of inositol trisphosphate (IP3) and diacylglyc-
erol (DAG). DAG remains associated with the membrane and is capa-
ble of activating protein kinase C (PKC). IP3 moves into the cytosol
and binds to specific receptors on the endoplasmic reticulum (ER).
Binding of IP3 opens a calcium channel, and the released calcium binds
to calmodulin, a ubiquitous calcium sensor. Calmodulin undergoes a
calcium-induced change in conformation that affects signaling in many

CLINICAL BOX 4.2
Marijuana Antagonist Blocks “Munchies”

Agonist, antagonists, and partial agonists developed for G-protein-coupled
receptors (GPCRs) have numerous clinical applications. Common examples
associated with just the sympathetic nervous system include b1-adrenergic
receptor antagonists (e.g., atenolol) used to slow heart rate and lower blood
pressure, b2-adrenergic receptor agonists (e.g., albuterol) used as anti-
asthmatics, and a1-adrenergic antagonists (e.g., prazosin) used to lower
blood pressure.

Recently, researchers have described cannabinoid (CB) receptors, which
are the GPCRs that recognize tetrahydrocannabinol found in marijuana.
The CB1 receptor is found in areas of the brain that control appetite and
addiction to smoking (tobacco), and this receptor may be responsible for the
“munchies” experienced by marijuana smokers. The munchie connection led
researchers to develop CB1-receptor antagonists in hopes that they would
be useful as aids for weight loss. One antagonist (rimonabant from Sanofi-
Aventis) may soon be available as a diet pill and as an antismoking aid.



pathways. Thus, activation of Gq initiates two separate signaling path-
ways that further diverge and converge to integrate cellular events.

As in the case of the cAMP pathway, every step in the signaling
pathway involving PLC represents a highly controlled intersection in
a complex cellular road map. Because calcium is a critical mediator in
this pathway, lowering cytosolic calcium is one of the primary mech-
anisms for inhibiting signaling through the pathway. Cytosolic calcium
is decreased primarily by sequestering it in the ER or by transporting it
out of the cell. Sequestering and transport involve energy-requiring cal-
cium “pumps” or calcium ATPases. Under resting conditions, pumps
maintain cytosolic calcium at a concentration of 0.1 �M which is approx-
imately 1/10,000 of that in the extracellular fluid.

4.4.2 Protein-kinase-associated receptors

Protein-kinase-associated receptors may contain intrinsic kinase activity
or the receptors associated directly with a kinase. By definition, protein
kinases transfer phosphate groups from ATP to specific amino-acid
residues in proteins. Tyrosine kinases (TKs) phosphorylate tyrosine
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Figure 4.9 Activation of the phosphatidylinositol (PI) signaling
system by a G protein. Gqa activates PLC, an enzyme that can
cleave the membrane lipid 4,5-bisphosphatidylinositol. Cleavage of
the lipid releases two “second messengers,” inositol trisphosphate
(IP3) and diacylglycerol (DAG). IP3 releases calcium from the endo-
plasmic reticulum (ER) and triggers calmodulin-regulated pathways.
DAG activates protein kinase C (PKC). For details, see Sec. 4.4.1, The
phospholipase C (PLC) pathway.
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residues while other kinases (e.g., PKA) primarily target serine and
threonine residues. Many receptors ultimately activate protein kinases,
including G-protein-coupled receptors (GPCRs) that indirectly activate
kinases such as PKA and PKC.

One of the most extensively studied TK-associated receptor is the
insulin receptor. The many pathways linked to insulin signaling are
beyond the scope of this chapter, but two well-characterized pathways
illustrate important aspects of protein-kinase-associated receptors.

The insulin receptor is a heterotetramer comprising two extracellu-
lar a-subunits and two transmembrane b-subunits (Fig. 4.10). Binding
of insulin to the a-subunits activates TK activity associated with the
intracellular portions of the b-subunits. Cross-phosphorylation between
the b-subunits leads to phosphorylation of multiple tyrosine (Y) residues
in the insulin receptor. The b-subunits also phosphorylate the adaptor
protein insulin-receptor substrate (IRS) and other proteins.

Phosphorylated tyrosines (phosphotyrosines) serve as docking sites for
proteins that bear an amino-acid sequence known as a Src homology 2
(SH2) domain. In Fig. 4.10, growth factor receptor-bound protein 2 (Grb2)

Figure 4.10 Insulin signaling pathways. The insulin receptor is a tyrosine kinase
that triggers multiple pathways that lead to glucose uptake, and cell growth and
differentiation. Tyrosine phosphorylation (Y-P) of insulin receptor substrate (IRS)
by the receptor leads to activation of several pathways. For details, see Sec. 4.4.2.



Cellular Signal Transduction 101

and phosphatidylinositide 3-kinase [PI(3)K] have been recruited via
their SH2 domains to phosphotyrosines on IRS. The pathways initiated
by these and other (e.g., protein tyrosine phosphatases, PTP) SH2-
containing proteins diverge and converge to form a highly integrated
network.

The pathway initiated by Grb2 contains multiple steps, each of which
can serve as a point of amplification and/or integration. Grb2 is an adap-
tor (linker) protein that binds via Src homology 3 (SH3) domains to pro-
teins containing proline-rich regions, such as son of sevenless (SOS).
SOS is a GEF that activates the small G-protein Ras, which in turn
recruits the serine/threonine kinase Raf. Raf phosphorylates and acti-
vates MAP/ERK (MEK) kinase, a dual-specificity kinase that phospho-
rylates tyrosine and threonine residues (Fig. 4.10). MEK in turn
activates mitogen-activated protein (MAP) kinases and other enzymes
that regulate cell growth and differentiation.

The p110 catalytic subunit of PI(3)K catalyzes phosphorylation of
phosphatidylinositol (PI) at the 3 position of the inositol ring. Activation
of PI(3)K results in multi-phosphorylated phosphatidylinositols (e.g.,
PI-3,4,5-P3) that serve as ligands for proteins containing pleckstrin
homology (PH) domains and other motifs (Fig. 4.10). One protein that
binds to PI(3)K-phosphorylated PIs via a PH domain is the serine-
threonine kinase Akt (protein kinase B). Akt is activated by binding to the
membrane lipid and as a result of phosphorylation by nearby membrane-
associated kinases. The activated Akt regulates cell metabolism (e.g.,
glucose metabolism), cell survival (e.g., inhibition of apoptosis), and cell
growth. Phosphorylated PIs also activate atypical protein kinase C
(aPKC) which also mediates some of the effects of insulin on glucose
metabolism and other cellular activities. 

Tyrosine kinase signaling provides yet another example of the com-
plexity of cell signaling. In just the cursory description provided above,
it is possible to appreciate that activation of multiple, multistep path-
ways provides incalculable opportunities for interaction and integration.  

4.5 Signaling in Apoptosis

Apoptosis or programmed cell death is a normal process in which a cell
is disassembled in a highly controlled manner. Intact pieces of the cell
or apoptotic bodies are removed by macrophages without triggering an
inflammatory response. In contrast to apoptosis, necrosis involves uncon-
trolled cell rupture and inflammation. Apoptosis is important for elimi-
nating unwanted cells (e.g., cells forming webbing between our fingers
during development) or dangerous cells (e.g., cells that harbor pathogens).

Clearly, apoptosis must be tightly regulated to prevent inappropriate
cell death. Apoptosis can be triggered by extrinsic signals from outside
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the cell (e.g., Fas ligand on a cytotoxic T lymphocyte, CTL), or by intrin-
sic signals (e.g., DNA damage, high cytosolic Ca2�, oxidative stress, or
mitochondrial damage). Pathways triggered by both types of signals
result in activation of caspases which are aspartate-specific proteases.

The extrinsic apoptotic pathway can be triggered by binding of the Fas
ligand on the surface of a CTL to a Fas receptor as juxtacrine messen-
gers (see Sec. 4.1 on Cellular Signaling) (Fig. 4.11). Fas receptors are the
best characterized members of the death receptor family, which belong
to the tumor necrosis factor (TNF) superfamily.

Activation of Fas receptors causes recruitment of adaptors known
as Fas-associated death domains (FADD) and the subsequent binding
of procaspase 8. Clustering of procaspase 8 (8’ in Fig. 4.11) leads to
autocleavage (i.e., proteolysis) and formation of an active caspase com-
posed of a tetramer of two large and two small subunits. Hence, sig-
naling in this system primarily is triggered by proteolysis. Caspase 8
is referred to as an initiator caspase because it will activate effector or
executioner caspases that are primarily responsible for cleaving most
apoptotic substrates. One effector caspase activated by caspase 8 is

Figure 4.11 Extrinsic and intrinsic activation of apoptotic pathways. A variety of
internal and external signals activate caspases (3, 8, 9) that cleave substrates and
cause apoptosis. For details, see Sec. 4.5. 
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caspase 3. This latter caspase is directly involved in events leading to
apoptosis.

The intrinsic pathway leading to apoptosis involves the Bcl-2 family of
proteins. The Bcl-2 family includes proapoptotic proteins (e.g., Bid and
Bax) and antiapoptotic proteins (e.g., Bcl-2, BclxL). An intrinsic apoptotic
signal such as DNA damage can cause Bax to translocate from the cytosol
to the outer mitochondrial membrane (Fig. 4.11). Insertion of Bax into the
membrane promotes release into the cytosol of cytochrome c (cyt c) and
other mitochondrial proteins. The proapoptotic actions of Bax are inhib-
ited by antiapoptotic proteins such as Bcl-2.

Cytochrome c released from the mitochondrion can associate with the
adaptor protein apoptosis-activating-factor-1 (Apaf-1) forming a complex
(apoptosome) that binds procaspase 9 (Fig. 4.11). Procaspase 9 is acti-
vated by its association with the apoptosome and is then capable of
activating effector caspases such as caspase 3.

Once activated, caspases can cleave over 100 substrates to cause cell
death and promote apoptosis. Targets of degradation include nuclear
lamins, DNA repair enzymes, and cytoskeletal proteins. Caspases can
also activate other enzymes such as DNAases that produce the char-
acteristic “ladder” of DNA fragments observed using electrophoretic
analysis.

As might be expected, programmed cell death is a highly regulated
process which involves coordination of the intrinsic and extrinsic path-
ways of apoptosis and integration with survival pathways. One inter-
section between the intrinsic and extrinsic pathways is activation of the
proapoptotic protein Bid by caspase 8. Bid is cleaved to form the active
or truncated Bid (tBid) that can interfere with antiapoptotic Bcl-2 pro-
teins and thus promote apoptosis via the intrinsic pathway. Apoptosis
can be interrupted by survival factors such as insulin. For example,
activation of the protein kinase Akt by insulin can lead to phosphoryla-
tion of the proapoptotic proteins Bad and procaspase 9. Phosphorylation
of Bad inactivates the protein by sequestration and phosphorylation of
procaspase 9 inhibits activation. Hence, as with all signaling processes,
regulation of apoptosis is tightly controlled through complex interactions
among numerous pathways.
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Energy Conversion
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OBJECTIVES

■ To introduce cellular metabolism and the role of ATP as energy
currency

■ To describe anaerobic and aerobic cellular respiration 
■ To present the conversion of light energy to chemical energy in

photosynthesis
■ To illustrate carbohydrate synthesis in different plants
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The conversion of energy is a feature of life, where
photosynthesis and cellular respiration are complementary
processes. Plants use the energy of sunlight via photosynthesis
to produce biomolecules, which in turn are converted into energy
via cellular respiration by all organisms. Understanding of how
biological systems produce and utilize energy is helpful for
development of novel power and transportation systems and
other biology-based technologies that can be applied in medicine
and environmental protection plans.
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On a sunny day, your brain sends electric signals to your facial muscles
with the result that they contract and make you smile. Your facial mus-
cles can contract because they contain chemical energy, which they now
convert into mechanical work and heat. The energy of the muscle is
derived from the energy of your food, either a plant or an animal that
had eaten a plant. The plant has received its energy by converting solar
energy into chemical energy in form of carbohydrate molecules. Life, as
we know it, is a constant transfer of energy from one system to another.
It is the objective of this chapter to introduce the energy transfer in
animal and plant cells. 

5.1 Metabolism and ATP

Cellular metabolism is simply the sum of all the chemical reactions in
the cell. The reactions are parts of highly regulated metabolic path-
ways that form the basis of all cellular activities. Metabolic pathways
can be separated into two basic types, anabolism and catabolism.
Anabolic pathways are energy-requiring (endergonic) pathways that
result in synthesis of larger molecules from smaller ones (e.g., amino
acids to proteins). Catabolic pathways are energy-releasing (exer-
gonic) pathways that break down molecules into smaller components
(e.g., glucose to pyruvate).

Glucose � 6O2 6CO2 � 6H2O � energy 

�G�� � �686 kcal/mol
(5.1)

The catabolic process in the cell, in which molecules are oxidized to
carbon dioxide and water, is termed cellular respiration. The overall
reaction for oxidation of glucose is shown above in Eq. (5.1). Cellular res-
piration includes anaerobic pathways (i.e., glycolysis and fermen-
tation) that do not require molecular oxygen and aerobic pathways
(i.e., tricarboxylic acid cycle and the electron transport system)
that directly or indirectly require molecular oxygen.

Energy released from cellular respiration has to be conserved in some
form that is useful to drive energy-requiring processes in the cell. In other
words, the cell must generate some energy “dollar” that is accepted by
most processes. In most cases, the energy dollar is adenosine triphosphate
(ATP), a molecule consisting of three phosphates attached to the ribose
of adenosine (Fig. 5.1). Hydrolysis is the process in which a molecule is
split by reacting with a molecule of water. Hydrolysis of ATP at the bond
between the g and b (or b and a) phosphates is an exergonic reaction with
a standard free energy change (�G��) of �7.3 kcal/mol. This is the
energy which is available to do work. For details, see Sec. 1.1. Cellular

S
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reactions do not occur under standard conditions; thus, the actual amount
of energy released is likely greater than the calculated �G��. In any case,
it is clear that hydrolysis of adenosine triphosphate (ATP) releases a sub-
stantial packet of energy that can be used to drive endergonic reactions.
To maintain usable energy, the cell must continually resynthesize ATP
from adenosine diphosphate (ADP) and inorganic phosphate (Pi).
Synthesis of ATP is an energy-requiring process (�G�� � �7.3 kcal/mol)
that is fed by the catabolic reactions that comprise cellular respiration.
Hence, ATP acts as an intermediary that transfers energy from cellular
respiration to the energy-requiring processes in the cell. 

5.2 Anaerobic Cellular Respiration

5.2.1 Glycolysis

Glycolysis is a series of cytosolic reactions that converts one molecule
of glucose to two 3-carbon pyruvate molecules: 

Glucose � 2ADP � 2Pi � 2NAD� 2Pyruvate

� 2ATP � 2NADH � 2H�
� 2H2O

(5.2)

In the process, usable energy is stored in two ATP molecules and in
two pairs of high-energy electrons passed to nicotinamide adenine
dinucleotide (NAD�). NAD� is a coenzyme, which is a small mole-
cule essential for the normal activity of an enzyme (see Chap. 3). Two
ATP represent only a small percentage of the total energy that can be
obtained from the glucose molecule (i.e., 686 kcal/mol). Nonetheless,
glycolysis is a pivotal pathway in cellular respiration because it is the
initial pathway for oxidation of glucose, and it generates energy under
anaerobic conditions. Anaerobic metabolism can be critically important
in a tissue such as skeletal muscle in which oxygen availability may be
limited during intense exercise. 

S

Figure 5.1 ATP hydrolysis. Hydrolysis of the g phosphate from adenosine triphosphate
(ATP) to produce adenosine diphosphate (ADP) and inorganic phosphate (Pi) is a highly
exergonic reaction (�G�� � �7.3 kcal/mol) often used to drive endergonic reactions.



Molecules produced during glycolysis, or the “reverse” process of
gluconeogenesis (see Sec. 5.2.3), can enter several different pathways
(Fig. 5.2). Pyruvate, the end product of glycolysis, can enter the anaer-
obic process of fermentation by accepting electrons from NADH, or it can
be converted to acetyl coenzyme A (acetyl-CoA) and enter aerobic respi-
ration. The fate of pyruvate will be determined by the availability of
oxygen. Pyruvate and other substrates also can be converted back to
glucose via gluconeogenic pathways that will be discussed in Sec. 5.2.3.
Glucose produced by this “reversal” of glycolysis can be released into the
blood by tissues such as the liver or stored as glycogen.

Glycolysis is a 10-step pathway (Fig. 5.3) that is tightly controlled
by allosteric regulators that often are products of the metabolic
pathways, and by hormones. Allosteric regulators affect enzyme activ-
ity by binding to portions of the enzyme outside the catalytic site (see
Sec. 3.3). A few of the most tightly regulated enzymes will be noted
in the following discussion. Many of them are kinases, which are
enzymes that transfer a phosphate group from ATP to the target
molecule.

Phosphorylation of the 6-carbon glucose to glucose-6-phosphate by
hexokinase (HK) (glucokinase in liver) initiates glycolysis, and it traps
glucose in the cell because phosphorylated glucose does not bind read-
ily to glucose transporters in the cell membrane. Glucose-6-phosphate
is converted to fructose-6-phosphate in step 2. The reaction results in a
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Figure 5.2 Glycolysis and gluconeogenesis
overview. Glycolysis is conversion of glucose to
pyruvate while the reverse pathway that creates
new glucose is gluconeogenesis. Under anaerobic
conditions, pyruvate accepts electrons from
NADH and is converted to lactate as part of a
process called lactate fermentation. If oxygen is
available, pyruvate is oxidized to acetyl-CoA and
enters the tricarboxylic acid cycle. Glucose not
immediately needed for energy is stored in muscle
and liver as glycogen.
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Figure 5.3 Glycolysis and gluconeogenesis steps. Glycolysis is a
10-step pathway that converts glucose to pyruvate. In gluco-
neogenesis, glucose is generated from substrates (e.g., pyruvate)
by reversal of some of the glycolytic reactions and through the
use of separate reactions. For details, see Sec. 5.2.3.



hydroxyl on carbon 1 that is phosphorylated in step 3, using another mol-
ecule of ATP. Phosphofructokinase-1 (PFK1), which catalyzes step 3, is
a key glycolytic enzyme. It is tightly regulated by allosteric factors and hor-
mones and will be discussed in more detail in Sec. 5.2.4. Through step 3
of glycolysis, the cell actually loses usable energy because two molecules
of ATP have been consumed to drive early reactions. 

Fructose 1,6-bisphosphate is cleaved, yielding the two 3-carbon sugars
dihydroxyacetone phosphate and glyceraldehyde 3-phosphate in step 4
(Fig. 5.3). For glycolysis, dihydroxyacetone phosphate is converted to
glyceraldehyde 3-phosphate by a reversible reaction in step 5. In step
6, the two glyceraldehyde 3-phosphate molecules are oxidized to 1, 3-bis-
phosphoglycerates when they donate two pairs of electrons to two NAD�

to form two NADH. If oxygen is available, the NAD� needed to continue
glycolysis will be regenerated when the electrons carried by NADH are
passed across the mitochondrial membrane and enter the electron
transport chain. However, in conditions of limiting oxygen, NAD� must
be regenerated through fermentation as will be discussed later.

In step 7, two ATP are produced when phosphates are transferred
from two 1,3-bisphosphoglycerate molecules to two ADP (Fig. 5.3). The
direct transfer of a phosphate to ADP from an organic substrate is called
substrate-level phosphorylation. As will be discussed later, most
ATP is produced by oxidative phosphorylation that is coupled to
electron transport in the mitochondrion (see Sec. 5.3.3). The net result
of step 7 is generation of two molecules of ATP and two molecules of
3-phosphoglycerate. Hence, glycolysis has paid back the two ATP mole-
cules consumed in earlier reactions.

ATP is again generated at the end of a series of reactions that converts
two 3-phosphoglycerate molecules to two pyruvates (steps 8 to 10). First,
in step 8, the phosphate in 3-phosphoglycerate is moved to the second
carbon to produce 2-phosphoglycerate. In step 9, water is removed from 2-
phosphoglycerate to produce phosphoenolpyruvate, a molecule that con-
tains a high-energy phosphate bond. The enzyme pyruvate kinase (PK)
catalyses transfer of the phosphates from the two phosphoenolpyruvates
to two ADP forming two ATP and two molecules of pyruvate (step 10). 

The two ATP molecules produced in step 10 constitute the two net
ATP generated during glycolysis.

Step 10 is highly exergonic (�G�� � �7.5 kcal/mol) and in effect is irre-
versible in the cell. Accordingly, conversion of pyruvate back to phos-
phoenolpyruvate (and then to glucose) in gluconeogenesis requires two
reactions to circumvent the substantial energy drop (see Sec. 5.2.3).
This final irreversible step is critical in glycolysis; thus, it is not sur-
prising that PK activity, like PFK1 activity, is tightly controlled by
allosteric regulators and by hormones.
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5.2.2 Fermentation

As indicated above, step 6 in glycolysis requires NAD� as an electron
acceptor (Fig. 5.3). If oxygen is available in animals, NAD� is continually
regenerated from NADH as the latter passes electrons, at least indi-
rectly, to the electron transport chain in the mitochondrion. In the
absence of oxygen, NAD� is regenerated when NADH passes electrons
to pyruvate, forming lactate (Fig. 5.4). This process is called lactate fer-
mentation. Muscles commonly use lactate fermentation when the
demands of strenuous exercise exceed the oxygen supply. In such cases,
lactate accumulates in the muscle and then passes to the liver via the
blood. In the liver, the lactate can be converted back to glucose via glu-
coneogenesis and either stored as glycogen or released into the blood.
Fermentation is by no means limited to muscle cells, because many
cells produce lactate under anaerobic conditions.

Plant and yeast cells also use fermentation under anaerobic condi-
tions but in these cells, the electrons are not passed to pyruvate. Pyruvate
is first decarboxylated to acetaldehyde, which is then reduced by electrons
from NADH to form ethanol (Fig. 5.4). Because the process yields ethanol,
it is called alcoholic fermentation. Many industries, including those that
produce wine and beer, rely on alcoholic fermentation in yeast.

5.2.3 Gluconeogenesis

In keeping with its name, gluconeogenesis is simply the creation of new
glucose. Synthesis of new glucose requires “reversing” the reactions in the
glycolytic pathway (Fig. 5.3) and obtaining the substrates needed to create
the new glucose. Lactate and pyruvate are common glucose substrates,
but amino acids and other sugars such as glycerol are also important.
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Figure 5.4 Fermentation. Under
anaerobic conditions, the NAD�

required for glycolysis must be
regenerated by fermentation. In
lactate fermentation (e.g., in ani-
mals), NAD� is regenerated
when NADH transfers electrons
to pyruvate to form lactate. In
alcoholic fermentation (e.g., in
yeast), pyruvate is decarboxy-
lated to acetaldehyde and the
latter molecule accepts electrons
from NADH. Steps 6,7-10 refer to
the 10-step glycolysis pathway as
pictured in Fig. 5.3.



Not all reactions in glycolysis can simply be reversed using the same
enzyme. Steps 2 and 4 to 9 of Fig. 5.3 are reversible, but steps 1, 3, and
particularly 10 require alternate pathways. Step 10 is one of the most
difficult to reverse, because it is highly exergonic. The forward reaction
is catalyzed by PK whereas the reverse is a two-reaction sequence cat-
alyzed by pyruvate carboxylase (PC) and phosphoenolpyruvate car-
boxykinase (PCK) (Fig. 5.3). PC adds carbon dioxide to a 3-carbon
pyruvate to form a 4-carbon oxaloacetate. The energy needed to drive
the reaction is derived from ATP. PCK then decarboxylates oxaloacetate
and adds a phosphate from guanosine triphosphate (GTP) to form phos-
phoenolpyruvate. In step 3, PFK1 catalyzes the forward reaction
whereas the reverse reaction is controlled by fructose 1,6-bisphosphatase
(FBPase, Fig. 5.3). In step 1, HK catalyzes the forward reaction but glu-
cose 6-phosphatase (GPase) catalyzes the reverse reaction (Fig. 5.3).
Skeletal muscle expresses little GPase activity; thus, this tissue is
unable to dephosphorylate glucose and release it into the blood. Glucose
that enters skeletal muscle must be stored as glycogen, used for energy,
or released back to the blood as lactate. The enzymes controlling steps
1, 3, and 10 play key roles in glycolysis and gluconeogenesis, and thus
are tightly regulated by allosteric factors and hormones.

5.2.4 Regulation of anaerobic respiration

PFK1 and the opposing FBPase are two of the most tightly regulated
enzymes in glycolysis and gluconeogenesis. Because PFK1 is a key
enzyme in increasing energy production, its activity is inhibited alloster-
ically by ATP and citrate, factors that reflect an abundance of energy in
the cell. Conversely, PFK1 activity is increased by ADP and AMP, which
are derived from dephosphorylation of ATP and indicate low cellular
energy. AMP inhibits FBPase, and thus inhibits gluconeogenesis while
increasing glycolysis.

A major activator of PFK1 and inhibitor of FBPase is fructose 2,6-
bisphosphate (F 2,6-P). Production of F 2,6-P in the cell is controlled by a
single enzyme that can express kinase (phosphofructokinase-2, PFK2) or
phosphatase (fructose 2,6-bisphosphatase, F2,6BPase) activity (Fig. 5.5).
Which activity is expressed by this bifunctional enzyme depends on
its phosphorylation state. Phosphorylation of the bifunctional enzyme
by protein kinase A (PKA) or another kinase leads to expression of
phosphatase activity and F 2,6-P is converted to fructose 6-phosphate
(F 6-P). If the bifunctional enzyme is not phosphorylated or if an exist-
ing phosphate is removed, then the enzyme expresses kinase activity and
converts F 6-P to F 2,6-P. Thus, the unphosphorylated enzyme or PFK2
favors glycolysis by increasing the production of F 2,6-P, a strong acti-
vator of PFK1 (Fig. 5.5).
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The phosphorylation status of the PFK2/F2,6BPase is regulated by hor-
mones. Epinephrine from the adrenal medulla and glucagon from the
pancreas bind to membrane receptors and increase intracellular levels
of the second messenger cyclic AMP (cAMP). Cyclic AMP activates PKA
as part of the “normal” adenylyl cylase-cAMP pathway (see Sec. 4.4.1).
PKA phosphorylates the bifunctional enzyme, promoting its F 2,6BPase
activity and lowering cellular F 2,6-P. The net result is that epinephrine
and glucagon promote gluconeogenesis and the release of glucose into
the blood. In contrast, insulin increases PFK2 activity, which promotes
glycolysis through increased production of F 2,6-P and subsequent acti-
vation of PFK1. 

In summary, PFK1 and the opposing FBPase (glycolysis vs. gluconeo-
genesis) are regulated by cellular allosteric factors that reflect local energy
needs and by hormones that signal “global” changes in an organism.

Other key enzymes in glycolysis and gluconeogenesis also are reg-
ulated by allosteric factors and hormones. HK is inhibited by glucose
6-phosphate, an example of negative feedback by the product of an enzy-
matic reaction (Fig. 5.3). PK is inhibited by ATP, acetyl-CoA, and phos-
phorylation. The first two factors are indicators of abundant energy
and result from increased PK activity. Phosphorylation of PK is
increased by PKA, which in turn is stimulated by glucagon and epi-
nephrine through increased cAMP. Thus, epinephrine and glucagon
inhibit PK activity as well as PFK1 activity. PK activity is increased by
upstream generation of fructose 1,6-bisphosphate; thus, a decrease in
PFK1 activity inhibits the activity of PK. 
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Figure 5.5 Regulation of anaero-
bic respiration. Fructose 2,6-bis-
phosphate (F 2,6-P) stimulates
the activity of phosphofructoki-
nase-1 (PFK1) and inhibits the
activity of fructose 1,6-bisphos-
phatase (FBPase), key enzymes
that catalyze the reactions in step
3 of glycolysis. For details, see
Sec. 5.2.4.



PC and PCK, which catalyze the two-step pathway that reverses the
reaction catalyzed by PK (Fig. 5.3), also are regulated. Acetyl-CoA stim-
ulates PC activity, and PCK expression is regulated by numerous hor-
mones. Insulin decreases expression of PCK, while epinephrine,
glucagon, cortisol, and other gluconeogenic hormones increase its
expression. One should bear in mind that the gluconeogenic actions of
hormones primarily are expressed in tissues, such as liver, that express
GPase activity and are capable of releasing glucose into the blood. In tis-
sues like skeletal muscle that do not express GPase activity, the “glu-
coneogenic” hormones do not inhibit glycolysis, because inhibition would
decrease production of needed energy and prevent release of lactic acid
that feeds gluconeogenesis in the liver.

5.3 Aerobic Respiration

Anaerobic fermentation (glucose to lactate) releases only a small por-
tion (~47 kcal/mol) of the total energy (�686 kcal/mol) available in the
glucose molecule. However, if oxygen is available as an electron accep-
tor, glucose and other substrates can be completely oxidized, and a much
larger amount of energy can be extracted. Aerobic respiration utilizing
oxygen as an electron acceptor takes place in the mitochondrion (for mor-
phology, see Sec. 2.2.1).

It is believed that mitochondria evolved from a bacterium engulfed
by an ancestral eukaryotic cell, a theory that is supported by mito-
chondrial structure (Fig. 5.6). Consistent with a bacterial lineage, the
mitochondrion has its own DNA and RNA, and the organelle synthe-
sizes some of its proteins. The mitochondrion consists of two mem-
branes surrounding an inner matrix. The outer membrane is relatively
porous because like some bacteria, it contains large membrane channels
called porins. In contrast, the inner membrane restricts the movement
of solutes, and crossing the membrane usually requires a specific trans-
port mechanism. Infoldings of the inner membrane form cristae that
increase surface area and, to a certain degree, create an intermembrane
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Figure 5.6 The mitochondrion, a
double-membrane organelle crit-
ical for aerobic respiration. The
inner membrane of the mito-
chondrion forms folds or cristae
which act as scaffolds for proteins
involved in electron transport.
The matrix contains many
enzymes involved in the tricarb-
oxylic acid cycle (TCA).



space that is more isolated from the porous outer membrane. The
large surface area provided by the folded inner membrane serves as
a scaffold for the proteins that participate in electron transport (see
Sec. 5.3.3) and oxidative phosphorylation (see Sec. 5.3.4). The matrix
of the mitochondrion contains most of the enzymes required for pyru-
vate oxidation (see Sec. 5.3.1) and the tricarboxylic acid cycle (TCA; see
Sec. 5.3.2).

5.3.1 Pyruvate oxidation

Pyruvate � CoA � NAD� acetyl-CoA � CO2 � NAD � H�

(5.3)
�G�� � �7.5 kcal/mol

If oxygen is available, pyruvate produced during glycolysis will be trans-
ported into the matrix of the mitochondrion and undergo oxidative
decarboxylation (Fig. 5.7) before entering the TCA cycle. This reac-
tion is catalyzed by a large multienzyme complex called pyruvate dehy-
drogenase (PDH). Pyruvate is decarboxylated to acetate, oxidized by
losing a pair of electrons to NAD�, and coupled to coenzyme A (CoA)
forming acetyl-CoA. Oxidation of pyruvate to acetyl-CoA is a highly
exergonic process (�G�� � �7.5 kcal/mol) that essentially is irreversible,
and there is no return pathway that can circumvent this reaction. Thus,
acetyl-CoA is committed to entering the TCA cycle or to entering path-
ways such as fat synthesis or ketone formation. Accordingly, acetyl-CoA
derived from b-oxidation (breakdown of fatty acids to acetyl-CoA) cannot
be used as substrate for gluconeogenesis. 

PDH activity is tightly regulated by a number of factors. Enzyme activ-
ity is allosterically decreased by NADH, ATP, and acetyl-CoA and
increased by NAD�, AMP, and CoA. Hence, PDH activity is decreased by
factors that reflect energy abundance and by feedback inhibition from
the immediate product of the reaction it catalyzes. PDH activity is
decreased by phosphorylation, a reaction catalyzed by a PDH kinase, and
conversely is activated by a PDH phosphatase that dephosphorylates the

S
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Figure 5.7 Pyruvate oxidation,
the reaction that links glycolysis
to the TCA cycle. The reaction is
catalyzed by pyruvate dehydroge-
nase (PDH), a large multienzyme
complex. Phosphorylation of PDH
decreases its activity. In pyruvate
oxidation, pyruvate is decarboxy-
lated to acetate, oxidized by pass-
ing electrons to NAD�, and
coupled to coenzyme A (CoA).



enzyme. Insulin activates PDH by stimulating the PDH phosphatase,
and thus insulin promotes conversion of pyruvate to acetyl-CoA.

5.3.2 TCA cycle

Acetyl-CoA � 2H2O � 3NAD�
� FAD � GDP � Pi

2CO2 � 3NADH � 3H�
� FADH2 � CoA

(5.4)

A summary of TCA-cycle reactions is presented in Eq. (5.4). The TCA
cycle is an eight-step cycle that starts with a condensation reaction
where the 2-carbon acetate of acetyl-CoA is added to a 4-carbon oxaloac-
etate to form a 6-carbon citrate (Fig. 5.8). The reaction, which is catalyzed
by citrate synthase (Table 5.1), is highly exergonic (�G�� � �7.5 kcal/mol,
Table 5.1). Steps 3, 4, and 8 of the cycle are oxidations where electrons
are passed to NAD� to form NADH. Step 6 also is an oxidation, but the
electron acceptor is FAD. This oxidation is catalyzed by succinate dehy-
drogenase (SDH) (Table 5.1), which is associated with the inner mem-
brane of the mitochondrion, unlike the other TCA enzymes that are in
the matrix. SDH and bound FAD form a part of Complex II in the elec-
tron transport system, so electrons passed to FAD can be transferred
directly to coenzyme Q (CoQ) in the system (see Sec. 5.3.3). Steps 3 and
4 involve decarboxylations with the release of carbon dioxide. The car-
bons released in these reactions are not the two carbons brought in by
the acetate. Nevertheless, loss of the second carbon returns the cycle to
a 4-carbon intermediate, which is succinate complexed to CoA.
Hydrolysis of the bond between succinate and CoA provides sufficient
energy for the generation of GTP from GDP and Pi that occurs in step
5 (Fig. 5.8). The terminal phosphate of GTP can be transferred to ADP
to form ATP. Oxaloacetate regenerated in step 8 can undergo conden-
sation with acetate and begin a new cycle.

As might be expected, the enzymes of the TCA cycle are regulated by
allosteric factors. All the dehydrogenases that pass electrons to NAD�

to form NADH (steps 3, 4, and 8) are inhibited by high levels of NADH.
Alpha-ketoglutarate dehydrogenase (step 4) also is inhibited by suc-
cinyl-CoA, the product of the reaction it catalyzes (Fig. 5.8 and Table 5.1).
Isocitrate dehydrogenase activity (step 3) is increased by ADP.

The only usable energy produced in the TCA cycle from two molecules
of acetyl-CoA (derived from one glucose molecule) is that stored in two
molecules of ATP. These two ATP are in addition to the two ATP produced
by substrate phosphorylation in glycolysis. Most of the energy extracted
from the acetyl-CoA is in the form of high-energy electrons in 6 NADH
(3 per acetyl-CoA) and 2 FADH2. High-energy electrons also were stored
during glycolysis (2 NADH) and pyruvate oxidation (2 NADH). 

S
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Figure 5.8 Tricarboxylic acid cycle (TCA). The TCA cycle is an 8-step reac-
tion that oxidizes acetate to CO2. In step 1, the 2-carbon acetate is complexed
with the 4-carbon oxaloacetate to form the 6-carbon citrate. In subsequent
steps, decarboxylations yield two molecules of CO2, pairs of electrons are
transferred to three NAD� and one FAD, and one GTP (ATP) is produced.
Succinate dehydrogenase (SDH), which catalyzes reaction 6, is the only
enzyme of the cycle associated with the inner mitochondrial membrane. SDH
is part of Complex II in electron transport.

TABLE 5.1 TCA Cycle Enzymes

Step Enzyme �G��

1 Citrate synthase �7.5
2 Aconitase �1.5
3 Isocitrate dehydrogenase �2.0
4 a-ketoglutarate dehydrogenase �7.2
5 Succinyl-CoA synthase �0.8
6 Succinate dehydrogenase ~0
7 Fumarate hydratase �0.9
8 Malate dehydrogenase �7.1



Thus, complete oxidation of one molecule of glucose generates thus
far 10 NADH, 2 FADH2, and 4 ATP.

The energy in these stored electrons can be converted to ATP “dollars”
in the electron transport system (see Sec. 5.3.3).

The discussion of the various metabolic pathways has, thus far,
focused on oxidation of glucose, but it should be remembered that
other sugars, lipids, proteins, and nucleic acids can enter these path-
ways. Triglycerides (lipid) can be disassembled into glycerol and fatty
acids. The glycerol can enter glycolysis, and b-oxidation of fatty acids
yields acetyl-CoA that can enter the TCA cycle. Amino acids (protein)
can be deaminated to produce carbon skeletons that can enter as pyru-
vate (alanine) or as various intermediates in the TCA cycle. Therefore,
virtually all biological molecules can be considered to be energy sub-
strates.

5.3.3 Electron transport

(5.5)

(5.6)

Electron transport is the first system required to “cash in” the energy
associated with electrons transferred to the coenzymes NAD� and FAD
during the TCA cycle. In the system, electrons from the coenzymes are
passed through a series of carriers to oxygen. Most of the carriers are asso-
ciated with four (I, II, III, and IV) large protein complexes or respiratory
complexes in the inner mitochondrial membrane. The transfers of elec-
trons from NADH [Eq. (5.5)] and FADH2 [Eq. (5.6)] to oxygen are highly
exergonic processes (Fig. 5.9 and Application Box 5.1) that release
enough energy to synthesize multiple molecules of ATP from ADP and
Pi. The exact number of ATP molecules produced is unclear, but accepted
average values are three ATP from NADH and two ATP from FADH2. 

Multiple carriers that undergo reversible reduction-oxidation (redox)
reactions allow for a stepwise release of energy from the electrons stored
in NADH and FADH2. With each transfer, the electrons lose free energy
and as will be discussed in Sec. 5.3.4, the “packets” of released energy
are stored in the form of a proton electrochemical gradient. The carriers

�G8r 5245.9 kcal/mol

FADH2 1 H1 1
1
2

O2 S FAD 1 H2O

�G8r 5 252.4 kcal/mol

NADH 1 H1 1
1
2

O2 S NAD1 1 H2O
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Figure 5.9 Electron transport. Electrons from NADH and FADH2 are transferred to a series of carriers that undergo reversible oxida-
tion-reduction reactions. Most of the carriers are associated with respiratory complexes numbered I, II, III, and IV. For details, see Sec.
5.3.3.
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APPLICATION BOX 5.1
Reduction-Oxidation (Redox) Potentials, �G��, and ATP

(1) Redox potentials

The standard redox potential (E0�) for a redox couple such as NAD�-NADH
is determined by the ability of the couple to transfer electrons to (or take
them from) the standard redox couple H�-H2, or standard hydrogen electrode.
A strong reducing agent such as NADH coupled to a weak oxidizing agent
(NAD�) will transfer electrons (electrons have a negative voltage) to the stan-
dard couple. A strong oxidizing agent such as O2 will have a positive voltage
with respect to the standard hydrogen electrode. The half-cell potential of
NADH with respect to molecular oxygen is indicated below by �E0�. 

NAD�
� 2H�

� 2e�
i NADH � H� E0� (volts, V) � �0.320

1/2O2 � 2H�
� 2e�

i H2O     E0� (volts, V) � �0.816

�E0� � �0.82 V � (�0.32 V) � 1.136 V

Note: E0� for FAD-FADH2 is �0.031.

(2) Calculation of �G�� from �E0�

�G�� � �nF �E0�

where n � number of electrons transferred and F � Faraday’s constant
of 23.063 kcal/V mol.

�G�� � �(2)(1.136 V)(23.063 kcal/V mol) � �52.5 kcal/mol

(3) Efficiency of energy transfer to AT

�Gº� � �7.3 kcal/mol for synthesis of ATP from ADP and Pi. However, a
cell doesn’t function under standard conditions, so a more realistic value
for ATP synthesis is 10 kcal/mol. If one assumes that three ATP are pro-
duced from the energy derived from a pair of electrons in NADH, then the
calculated efficiency for energy transfer to ATP would be about 57%, which
is a high efficiency for a cellular process.

include flavoproteins, cytochromes (cyt), iron-sulfur proteins (Fe-S),
copper atoms, and coenzyme Q (CoQ). 

Flavoproteins are polypeptides that bind the prosthetic groups (i.e.,
non-amino acid compounds attached to proteins) flavin mononucleotide
(FMN) or flavin adenine dinucleotide (FAD) (Fig. 5.9). Cytochromes
are proteins that contain the heme prosthetic group with an iron atom
that switches between Fe2� and Fe3� oxidation states when it accepts
or donates one electron. Fe-S proteins contain iron atoms linked to the
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sulfur in cysteines. Although the Fe-S centers may contain multiple
iron atoms, they are only capable of donating or accepting one electron.
Copper atoms in Complex IV switch between Cu2� and Cu� oxidation
states and like iron, accept or donate a single electron. CoQ is not a pro-
tein. It is a lipid-soluble quinone that can be reduced in two steps to carry
two electrons. CoQ does not associate with one of the four respiratory
complexes; rather, it serves as a mobile electron carrier in the mem-
brane, shuttling electrons from Complex I or II to Complex III. Reduced
CoQ also acquires protons from the matrix and upon oxidation, releases
the protons into the intermembrane space (Fig. 5.9). By transferring pro-
tons across the membrane, CoQ increases the proton electrochemical
gradient used to generate ATP. 

As noted above, oxidation of glucose via glycolysis, pyruvate oxidation,
and the TCA cycle result in electrons being stored in 10 molecules of
NADH and 2 molecules of FADH2. All the reduced coenzymes are in the
mitochondrion, except for the two NADH produced during glycolysis, a
cytosolic pathway. The electrons associated with the cytosolic NADH
most often are transferred to FAD in the inner mitochondrial membrane
via the glycerol phosphate shuttle. Hence, electrons in the two molecules
of cytosolic NADH usually lose energy as they are transferred into the
mitochondrion. In some tissues, electrons associated with the cytosolic
NADH can be passed to mitochondrial NAD� via the malate-aspartate
shuttle.

Two electrons from an NADH molecule enter Complex I (NADH dehy-
drogenase complex), which is composed of approximately 45 different
subunits and contains 6 to 9 Fe-S centers. The electrons pass to an FMN
prothetic group, Fe-S centers and then to CoQ (Fig. 5.9). Energy is
released with each succeeding oxidation-reduction. The released energy
is somehow coupled to translocation of four protons from the mito-
chondrial matrix to the intermembrane space. Translocation creates a
proton (electrochemical) gradient between the matrix and the intermem-
brane space that preserves some of the energy released in the oxidation-
reduction reactions.

Complex II (succinate dehydrogenase) transfers electrons from succi-
nate in step 6 of the TCA cycle to CoQ. The complex consists of four
polypeptides, two of which comprise succinate dehydrogenase, and three
Fe-S centers. Electrons from succinate pass to FAD, Fe-S centers, and
then to CoQ (Fig. 5.9). Electron transfer through Complex II is not cou-
pled to proton translocation; thus, in comparison to the electrons in
NADH, the electrons in FADH2 contribute less to the electrochemical
gradient (i.e., fewer ATP).

A pair of electrons from reduced CoQ (CoQH2) is transferred to
Complex III (cytochrome bc1), which is composed of 11 polypeptides, 
2 cyt b, cyt c1, and an Fe-S center. Transfer of the electrons across
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Complex III to cyt c is associated with translocation of four protons into
the intermembrane space (Fig. 5.9). Two of the protons are derived from
reduced CoQ when it enters the complex, and two additional protons are
translocated as part of the Q Cycle. 

The Q Cycle stems directly from the initial transfer of electrons from
CoQ to Complex III (Fig. 5.9). One electron carried by reduced CoQ is
passed to the Rieske Fe-S center, which can only accept one electron. The
second electron is transferred to cyt bL. The electron transferred to the Fe-
S center passes to cyt c1 and then to cyt c (Fig. 5.9). However, the electron
passed to cyt bL is transferred to cyt bH (only one cyt b is shown in Fig. 5.9)
and then back to a CoQ. After CoQ receives a second electron from cyt bH,
it acquires two protons from the matrix and prepares to transfer the elec-
trons to Complex III. Upon transfer of the electrons to the Fe-S center and
cyt bL, the second pair of protons is released to the intermembrane space.

Cyt c carries electrons to Complex IV (cytochrome oxidase), which is
composed of 13 polypeptides, including cyt a, cyt a3, CuA (dimeric copper
center), and CuB. The electron from cyt c is initially transferred to CuA.
Reduced CuA then passes its single electron to the heme group (Fe) in
cyt a. From cyt a, the electron is transferred to the binuclear redox
center consisting of the heme group (Fe) of cyt a3 and the copper atom
of CuB (Fig. 5.9). Two electrons are required to reduce the cyt a3-CuB bi-
nuclear center. Molecular oxygen then binds to the center and accepts
the electrons. The binuclear center essentially holds the oxygen in
place until it is fully reduced to two H2O by acquiring two additional
electrons and four protons. Release of partially reduced oxygen species
that are extremely reactive leads to cellular damage (see Clinical Box 5.1).
For each pair of electrons that passes through Complex IV, two protons
translocate (are “pumped”) from the matrix to the intermembrane space.
In addition, two protons are removed from the matrix when they bind
to oxygen to form water. Both actions contribute to the electrochemical
gradient between the matrix and the intermembrane space.

5.3.4 Chemiosmosis and ATP synthesis

Peter D. Mitchell (1920–1992), the British biochemist and Nobel lau-
reate, first proposed the chemiosmotic coupling model, which suggested
that most energy required for ATP synthesis is derived from an elec-
trochemical gradient across the inner mitochondrial membrane. As
described in the previous sections, the electrochemical gradient prima-
rily is created by coupling energy released during electron transport to
“pumping” of protons into the intermembrane space. Binding of matrix
protons to oxygen to form water also contributes to the gradient. The
chemical component of the gradient is due to the higher concentration
of hydrogen ions (protons) in the intermembrane space relative to



Energy Conversion 123

that in the matrix (�pH). The electrical component is the membrane
potential (Vm) in volts that results from the separation of charge carried
by the protons. The energy present in the electrochemical gradient can
be expressed as the proton motive force (pmf). The pmf essentially

CLINICAL BOX 5.1
Free Radicals and Aging

A free radical, such as the superoxide radical
shown on the left, is an unstable molecule that has
an unpaired electron in its outer shell. These highly
reactive molecules can oxidize and damage pro-
teins, nucleic acid and lipids, triggering oxidative
stress and cell death. For example, mitochondrial
damage caused by free radicals might trigger apo-
ptosis. Formation of free radicals can increase for

many reasons, including immune cell activation, inflammation, ischemia,
infection, cancer, or simply in response to radiation from sunlight (i.e., skin
damage). Antioxidants include enzymes (e.g., superoxide dismutase, SOD),
cellular reducing agents (e.g., glutathione, a-lipoic acid), and nutrients
(e.g., vitamin E).

It has been proposed that aging results partly from accumulated damage
caused by free radicals. Most of the support for this theory comes from
studies of mice and rats. It has been shown that mice lacking mitochon-
drial SOD survive only for a short period and that mice over-expressing
mitochondrial catalase (i.e., the enzyme that detoxifies hydrogen peroxide)
have increased life spans. These studies support a role for free radicals in
aging and also point to the mitochondrion as a primary source of the
destructive molecules. There also are some hints that the long life span of
humans is related to control of free radicals. For example, it appears that
in comparison to mouse cells, human cells have a greater ability to manage
damage by free radicals. Another line of evidence that links longevity to
decreased free radicals is that rodents and other animals placed on very low
calorie diets live longer and show decreased production of superoxides and
hydrogen peroxide. Unfortunately, there is no solid evidence that humans
on low-calorie diets experience a similar, or any, increase in life span.
Furthermore, recent studies have suggested that the increased life span in
response to a low-calorie diet may be due to increased expression of a repair
gene called Sirt1 rather than to a direct suppression of free radical pro-
duction.

Is it time to go on a thousand-calorie diet composed mainly of vitamin E?
Free radicals may play some role in the aging process, but they are only
one part of a much larger picture. Hence, in most cases there is no way to
predict whether the benefits of trying to lower free radical production out-
weigh the risks.

Superoxide ion
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is the force that drives the protons in the intermembrane space across
the inner mitochondrial membrane and into the matrix.

To couple the energy in the electrochemical gradient to ATP synthesis,
protons are forced to flow through ATP synthase, an ATP-synthesizing
“motor.” ATP synthase is composed of an F1 head linked to the FO base in
the inner mitochondrial membrane (Fig. 5.10). The head is composed of
nine subunits; 3a, 3b, g, d, and e. As shown in Fig. 5.10, the a- and b-sub-
units alternate in the F1 head. Each of the three b-subunits contains a site
for ATP synthesis; thus, each F1 head is capable of concurrently cataly-
zing the synthesis of three ATP molecules. The g-subunit, in association
with the e-subunit, essentially forms a rotating camshaft that extends
from the FO base into the F1 head. At each point in a single rotation, the
g-subunit interacts differently with each of the three b-subunits, caus-
ing the catalytic site on each subunit to adopt a different conformation
(i.e., open, loose, or tight). Hence, each catalytic site undergoes cyclical
changes (open llooseltight) as the g-subunit rotates, and these changes
are responsible for ATP synthesis, as will be discussed later in this section.

Rotation of the g-subunit (camshaft) is in turn controlled by the FO

base. At a minimum, the base is composed of 1 a, 2 b, and 10 to 14 c sub-
units (not detailed in Fig. 5.10). The b subunits in conjunction with the d-
subunit of the F1 head may help fix the position of the a- and b-subunits.
The c subunits (approximately 12) form a rotating ring in the inner mito-
chondrial membrane that is attached to the g-subunit. Rotation of the ring
is driven by protons moving from the intermembrane space to the matrix.
Binding of a proton from the intermembrane space to a c subunit in the
FO base causes the subunit to undergo a conformational change that

Figure 5.10 ATP synthase. This
enzyme is a multi-subunit com-
plex composed of two main struc-
tures, an F0 base and an F1 head.
Protons in the intermembrane
space flow through the synthase
to the matrix. The flow of protons
down an electrochemical gradient
is coupled to ATP synthesis. For
details, see Sec. 5.3.4.
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results in partial rotation of the ring. Presumably, sequential binding of
protons to each of the c subunits (12 total) results in one complete rota-
tion. A proton from the intermembrane space may gain access to a c sub-
unit through a channel in the a subunit. After a complete rotation of the
ring (sequential binding of 11 more protons), the first proton is able to
move into the matrix via a separate channel through the a subunit.

Based on the assumptions above, passage of 12 protons through ATP syn-
thase drives one rotation of the g-subunit (camshaft), which causes the cat-
alytic site in each of three b-subunits to complete one ATP-synthesizing
cycle (openllooseltight) (Fig. 5.11).

As discussed in the first third of this section, ATP synthesis is driven
by g-subunit-induced changes in the conformations of the catalytic sites
in the b-subunits of the F1 head. The changes for a single b-subunit are
shown in Fig. 5.11. In the “open” conformation, the catalytic site of the
b-subunit accepts new ADP and Pi. Rotation of the asymmetric g-subunit
(camshaft) in response to binding of protons from the intermembrane
space to the c subunits of the FO base causes the catalytic site to adopt
a loose conformation in which ADP and Pi are loosely bound. Further
rotation of the g-subunit induces the catalytic site to adopt a tight
conformation with increased affinity for ADP and Pi. The tight confor-
mation greatly changes the energy requirements for synthesis of ATP
from ADP and Pi. In an aqueous solution, synthesis of ATP is highly
endergonic with a �G�� � �7.3 kcal/mol. However, the environment
provided by the tight conformation of the catalytic site reduces �G�� to
approximately 0 kcal/mol. Hence, the energy in the electrochemical gra-
dient is used to drive the change in the conformation of the catalytic site
that creates an environment for spontaneous ATP formation.

5.3.5 Usable energy

The theoretical maximum ATP yield for complete oxidation of a
molecule of glucose is 38 ATP (Table 5.2). 

If one assumes that hydrolysis of ATP in the cell yields approximately 10
kcal/mol, then oxidation of glucose provides 380 kcal/mol of usable energy.

Figure 5.11 Electron flow from the mitochondrial intermembrane space to the matrix.
During this process, the g-subunit of the ATP synthase rotates causing the catalytic site
in a b-subunit (b1) to assume three different conformations designated open, loose, and
tight. In the tight conformation, the catalytic site creates an environment that promotes
spontaneous formation of ATP at a �G�� close to zero. For details, see Sec. 5.3.4.
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As noted in Eq. (5.1), the �G�� for oxidation of glucose is 686 kcal/mol.
Based on the assumptions of 10 kcal/mol released upon hydrolysis of ATP
and a maximum yield of 38 mol of ATP, the efficiency of energy conser-
vation in aerobic respiration would be about 55.4% (380/686 � 100). Of
course, the assumptions are unrealistic. First, electrons from cytosolic
NADH (i.e., NADH from glycolysis) usually are passed to FAD in the
mitochondrion, which lowers the ATP yield. Second, the energy in the elec-
trochemical gradient is used for processes in addition to oxidative phos-
phorylation. For example, movement of pyruvate across the inner
mitochondrial membrane is driven by cotransport with a proton. 

Nevertheless, aerobic respiration is still an efficient process even if
one assumes an average yield of 30 to 32 ATP.

5.4 Photosynthesis

5.4.1 Conversion of light energy 
to chemical energy

The core of photosynthesis is conversion of light energy to chemical
energy or energy transduction. Conversion occurs when the energy
in a photon of light is transferred to an electron in a light-absorbing
molecule (e.g., chlorophyll). Electrons excited in this first energy-
transduction step (photosystem II) are then passed through multiple
carriers that undergo reversible oxidation-reduction reactions. Multiple
reactions allow for a stepwise release of energy from the electrons, and
as in electron transport, the released energy is coupled to synthesis of
ATP. The electrons are then reexcited by absorption of light energy in a
second energy-transduction step (photosystem I). The reexcited electrons
can be transferred to the coenzyme nicotinamide adenine dinucleotide
phosphate (NADP�) or used for other purposes. Eventually, much of
the energy stored as ATP and high-energy electrons stored in NADPH
will be used to convert carbon dioxide to carbohydrates (i.e., sugars) and
various other organic compounds. 

light
CO2 � 2H2O h CH2O � O2 � H2O (5.7)

TABLE 5.2 Maximum ATP Yield

Glycolysis 2 ATP 2 ATP
2 NADH 6 ATP

Pyruvate oxidation 2 NADH 6 ATP

TCA cycle 2 ATP 2 ATP
6 NADH 18 ATP
2 FADH2 4 ATP

Total 38 ATP
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The general reaction for photosynthesis, where water is the electron
donor, can be written as in Eq. (5.7). Extraction of electrons from water
yields molecular oxygen. Therefore, the oxygen that is critical for aero-
bic respiration is simply a photosynthetic by-product. The low-energy
electrons obtained from water are excited by energy from light and
stored as high-energy electrons in NADPH. The stored electrons are then
used to reduce carbon dioxide, producing a unit of carbohydrate (CH2O).
For a couple of billion years, hydrogen sulfide (H2S) was the primary
source of electrons. Today, H2S serves as an electron source for only
some bacteria.

6CO2 � 6H2O � energy glucose � 6O2

�G�� � �686 kcal/mol
(5.8)

Carbohydrate synthesis is an endergonic process that requires a sub-
stantial input of energy. The simplified reaction above shows that synthesis
of glucose (i.e., the reverse of aerobic respiration) requires 686 kcal/mol.
The necessary energy (ATP and NADPH) is generated by energy trans-
duction and energy transfer in the light-dependent reactions of photosyn-
thesis. Carbohydrates are then synthesized in the light-independent or
“dark” reactions of photosynthesis. Carbohydrate synthesis is not truly
light independent, because stored energy (ATP and NADPH) is exhausted
quickly in the absence of light.

5.4.2 Chloroplasts

The primary photosynthetic organelles in plants and algae are chloro-
plasts. Like the mitochondrion, the chloroplast is believed to have evolved
from a bacterium. Consistent with a bacterial lineage, the chloroplast has
its own DNA and RNA, and the organelle synthesizes some of its own
proteins. Like some bacteria, the chloroplast has an outer and inner
membrane (Fig. 5.12). The outer membrane is relatively permeable,

S

Figure 5.12 Chloroplast. The
plant organelle consists of two
membranes (inner and outer)
that surround an inner stroma.
The chloroplast also contains a
third membrane system consist-
ing of flattened membranous
disks called thylakoids that are
arranged in interconnected
stacks called grana (one stack is
a granum).
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because it contains large membrane channels called porins. The inner
membrane is much less permeable; therefore, crossing this membrane
generally requires specific transporters. Chloroplasts have a third mem-
brane system consisting of membranous disks called thylakoids, which
are arranged in stacks called grana. The space enclosed by the thy-
lakoid membrane is the lumen. For the sake of discussion, the lumen
will be treated as an isolated compartment but in truth, the thylakoids
are interconnected. The thylakoid membrane serves as a scaffold for the
components (i.e., pigments, photosystem I, photosystem II, and ATP
synthase) required for the light-dependent reactions of photosynthesis.
Surrounding the thylakoids is the stroma, which contains the compo-
nents required for carbohydrate synthesis.

5.4.3 Photosynthetic pigments

Chlorophyll is the primary pigment responsible for transducing light
energy into chemical energy. The chlorophyll molecule is composed of a
porphyrin ring and a hydrophobic phytol tail that can embed in the
lipid bilayer of the thylakoid membrane (Fig. 5.13). Recent findings
suggest that the properties of the phytol tail make it suitable for use as
an adjuvant for vaccines (see Clinical Box 5.2). The alternating single
and double bonds in the porphyrin ring provide a cloud of delocalized
electrons with a magnesium ion serving as an electron holder/donor. This
bond system provides a variety of electron orbitals that can absorb dif-
ferent amounts of energy. Thus, electrons in chlorophyll can effectively
absorb energy from photons of a broad absorption spectrum (i.e., a
broad range of wavelengths of light). The absorption spectrum of chloro-
phyll is further broadened by interaction of the molecule with different
binding proteins and by the presence of “a” and “b” forms of the mole-
cule. Accessory pigments such as carotinoids and phycobilins absorb
energy at wavelengths that are not effectively utilized by chlorophyll.
These accessory pigments expand photosynthesis’ action spectrum,
which indicates the relative efficiency of photosynthesis at different
wavelengths of light. The action spectrum for photosynthesis in green
plants (primarily chlorophylls a and b) is maximal in the blue-violet
region (wavelengths ~400 to 600 nm) and high in the orange-red region
(wavelengths ~600 to 700 nm) (Fig. 5.14).

Chlorophyll and other pigments are associated with large pigment-
protein complexes called photosystems or with light-harvesting com-
plexes (LHCs). Most of the pigments simply serve as antenna pigments or
light-gathering molecules that transfer photon energy to nearby pigments.
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Eventually, the photon energy is passed to a reaction center chlorophyll
in a photosystem. Reaction centers receive energy collected by approxi-
mately 250 antenna pigments. Thus, the antenna pigments (like a satel-
lite dish) increase the efficiency of energy reception by the reaction center

Figure 5.13 Chlorophyll consisting of a porphyrin ring
and a hydrophobic phytol tail. The alternating single
and double bonds in the porphyrin ring provide a cloud
of delocalized electrons with a magnesium ion serving as
an electron holder/donor.
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(receiver) (Fig. 5.15). A LHC does not contain a reaction center, so the
energy gathered by this mobile satellite dish must be passed to a reaction
center through antenna pigments associated with a photosystem. 

The reaction center consists of two chlorophyll-a molecules that are
responsible for converting light energy to chemical energy. The energy
passed to the reaction center causes an electron to move from an inner
to a high-energy outer orbital. This high-energy state is not stable. One
option is that the excited electron can return to its original orbital,
releasing its energy as heat and light. The light emitted will be at a
longer wavelength (fluorescence) that contains less energy. The second
option is that the electron can be transferred to a high-energy orbital
in an acceptor molecule. This step essentially completes the conversion
of light energy to chemical energy.

CLINICAL BOX 5.2
Phytol and Vaccines

In immunology, an adjuvant is a substance
that enhances the ability of a vaccine to stim-
ulate an individual’s specific and nonspecific
immune responses. Adjuvants can increase
the efficacy of a vaccine by a variety of
actions, including (1) retaining the vaccine in
the body or at the site of injection, (2) reduc-
ing degradation of the vaccine, and (3)
recruiting macrophages and other cells to
augment immune responses to a pathogen
or associated antigens. Many adjuvants that
are presently available can enhance the effi-
cacy of a vaccine, but the adjuvants may also
cause severe adverse inflammatory reac-
tions. Consequently, the only adjuvant cur-
rently accepted by the Food and Drug

Administration (FDA) for use in humans is aluminum hydroxide (alum).
Recently, Lim and colleagues at Indiana State University have discovered

that the hydrophobic phytol tail of chlorophyll and other phytol deriva-
tives are effective and relatively safe adjuvants. This is an exciting discovery
because it has the potential to improve vaccine effectiveness. Furthermore,
the discovery highlights the importance of naturally-occurring substances
in medicine.
Lim, So-Yon (2005). Environmental Factors in Autoimmunity: Assessment of immunotoxicity of

phthalates in the induction of Lupus-like anti-DNA antibodies. Dissertation, Indiana State
University.

Ghosh, Swapan K. (2005). Novel phytol derived immunoadjuvants and their use in vaccine for-
mulations. U.S. Patent Pending #20050158329.

Adjuvants increase vaccine
efficacy
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5.4.4 Z-scheme

In the light-dependent reactions of photosynthesis, electrons are passed
from water to photosystem II, to photosystem I, and then to NADPH.
As shown in Fig. 5.16, electrons are photoexcited twice in the pathway,
first at an absorption maximum of 680 nm in photosystem II, and sub-
sequently at an absorption maximum of 700 nm in photosystem I. This
electron flow has been referred to as the Z-scheme, because the pathway
can resemble a “Z” when electron flow is plotted as a function of redox
potential, which is a measure of electron energy. 

Passage of electrons from water to photosystem II is a very complex
procedure for two reasons. First, water is a very stable molecule; thus,

Figure 5.14 Action spectrum of photosynthesis. It indicates
the relative efficiency of photosynthesis at different wave-
lengths of light. The action spectrum for photosynthesis in
green plants (primarily chlorophylls a and b) is maximal in
the blue-violet region or wavelengths of light that are ~400
to 600 nm.

Figure 5.15 Energy absorption in
plants. Light energy absorbed by
antenna pigments is transferred
from one pigment to another until
it is “received” by a reaction-center
chlorophyll. Like a satellite dish,
antenna pigments increase the
efficiency of energy reception by
funneling energy to a single reac-
tion center.



132 Chapter Five

splitting water is normally a highly endergonic reaction. Second, the
splitting of two molecules of water to form molecular oxygen yields four
electrons, but the P680 reaction center can only accept one electron at
a time. Splitting of water during photosynthesis (photolysis) is possible
because the oxidized form of P680 (P680�) has a redox potential of
approximately �1.17 (Fig. 5.16). Thus, P680� is a strong enough oxidant
to steal electrons from water, which has a redox potential of only �0.816.
The problem of transferring one electron at a time is solved by inter-
posing four manganese (Mn) atoms in the electron pathway between
water and photosystem II. Each Mn atom passes a single electron
through a tyrosine residue (Tyr) to the P680�. The P680 is reoxidized
to P680� by a photon of light and is ready to accept an electron from the
next Mn atom. Once all four Mn atoms have been oxidized, water is split
and four electrons pass to the Mn cluster.

Figure 5.16 Electron flow during the light-dependent reactions of photosyn-
thesis. Electron flow from water to NADP� is referred to as the Z-scheme,
because the pathway resembles a “Z” when flow is plotted as a function of redox
potential (E0�, V). Electrons that flow from water to the P680 reaction center
pass through a tyrosine (Tyr) residue. For details, see Sec. 5.4.4.
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5.4.5 Electron flow through the
photosystems

An electron in the P680 reaction center is excited by energy from a
photon of light (Fig. 5.17). The energy is transferred to the reaction
center from an antenna pigment associated with photosystem II. The
photoexcited electron must be passed to an acceptor or the electron will
simply release its energy and return to its ground state. Pheophytin
(Ph), which is a modified molecule of chlorophyll a, serves as the accep-
tor (Fig. 5.17). Oxidized P680 (P680�) then steals a replacement electron
from one of the four Mn atoms in the Mn cluster.

Ph passes an electron to plastoquinone A (QA), which is associated with
protein D2 in photosystem II (Fig. 5.17). QA passes two electrons, one at
a time, to plastoquinone B (QB). Reduced QB dissociates from protein D2,
picks up two protons from the stroma, and becomes the mobile electron
carrier plastoquinol (PQH2). The role of PQH2 in photosynthesis is sim-
ilar to that of CoQ in electron transport (see Sec. 5.3.3). PQH2 transfers
its electrons to the cyt b6f complex which is similar in structure and func-
tion to the cyt bc1 complex in electron transport. The protons carried by
PQH2 are released into the thyakoid lumen. Transfer of electrons to the
cyt b6f complex involves a Q cycle as described for electron transport (see
Sec. 5.3.3). Therefore, four protons are translocated from the stroma to
the thylakoid lumen for each pair of electrons passing through the cyt
b6f complex. As in electron transport, translocation of protons creates an
electrochemical gradient that can be used to drive the synthesis of ATP.

Electrons pass from cyt f to a copper ion (Cu2�) in plastocyanin (PC)
(Fig. 5.17). PC is a water-soluble, mobile electron carrier located on the
luminal side of the thylakoid membrane. PC carries the electron to the
oxidized reaction center (P700�) in photosystem I.

An electron in the P700 reaction center is excited by energy from a
photon of light. As in photosystem II, the energy is transferred to the
reaction center from an antenna pigment associated with the photo-
system. The photoexcited electron is passed to an acceptor named A0,
which is a separate chlorophyll molecule. The electron is then trans-
ferred to phylloquinone (A1) and subsequently to three iron-sulfur clus-
ters (FX, FA, FB). The electron leaves photosystem I and passes to the
iron-sulfur protein ferredoxin (Fd).

Electrons passed to ferredoxin can be used to reduce NADP� or inor-
ganic acceptors, or the electrons can return to the cyt b6f complex as
part of cyclic photophosphorylation (Fig. 5.17; see Sec. 5.4.6). Reduction
of NADP� to NADPH requires the stromal enzyme ferredoxin-NADP�

reductase (FdNR). Ferredoxin can pass only a single electron; thus,
two reduced ferredoxins are required. Reduction of NADP� removes
two protons from the stroma, an action that increases the electro-
chemical gradient across the thylakoid membrane. Some electrons
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Figure 5.17 Electrons flow through photosystem II, cyt b6f complex, and photosystem I in the thylakoid membrane of the chloroplast.
It creates a proton gradient that can be used to drive ATP synthesis by ATP synthase. For details, see Secs. 5.4.5 to 5.4.7.
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passed to ferredoxin are used to reduce nitrate (NO3
�) to ammonia or

to reduce sulfate (SO4
2�) to a sulfhydryl (�SH). These reduced chem-

ical groups are critical for synthesis of amino acids and other biolog-
ical molecules.

5.4.6 Cyclic photophosphorylation

Electrons passed to ferredoxin can be passed back to the cyt b6f complex
(Fig. 5.17). Energy released from the electrons as they pass through the
cyt b6f complex is coupled to translocation (“pumping”) of protons
(approximately 2 H�/electron) from the stroma to the thylakoid lumen.
The exact mechanism is unknown but may involve plastoquinol. The pro-
tons translocated into the thylakoid lumen contribute to the electro-
chemical gradient that can be used to synthesize ATP. Thus, cyclic
photophosphorylation provides additional ATP needed for carbohydrate
synthesis and for other cell processes.

5.4.7 ATP synthesis

Synthesis of ATP in the chloroplast follows the same basic mechanism
that was described in more detail in Sec. 5.3.3 on electron transport and
Sec. 5.3.4 on ATP synthesis. Briefly, the electrochemical gradient created
by “pumping” protons into the thylakoid lumen is responsible for the
proton motive force (pmf) that drives protons to flow across the thylakoid
membrane and into the stroma. Protons can flow across the membrane
only by passing through ATP synthase, an ATP-synthesizing “motor”
composed of a CF1 head linked to a CFO base anchored in the thylakoid
membrane (Figs. 5.17 and 5.10). Rotation of the CF0 base in response
to proton flow leads to cyclical changes in conformations of ATP catalytic
sites in the CF1 head. The cyclical changes in the catalytic sites are
responsible for ATP synthesis.

5.4.8 Summary of light-dependent
reactions

8 photons
2 H2O � 2 NADP�

� ? ADP � ? Pi h O2 �

2 NADPH � ? ATP
(5.9)

The primary purpose of the light-dependent reactions is to pro-
vide energy and a strong reducing agent for the synthesis of carbo-
hydrate [Eq. (5.9)]. In the initial reactions, two molecules of water are
split yielding four electrons, four protons, and molecular oxygen.
Photolysis of water is possible because P680� in photosystem II is a
strong oxidizing agent. Each electron is excited in photosystem II and
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again in photosystem I. Hence, eight photons of light are required to
produce four high-energy electrons capable of reducing two NADP�

to two NADPH. Three steps in the light-dependent reactions of pho-
tosynthesis help create a proton (electrochemical) gradient across
the thylakoid membrane: (1) photolysis of two molecules of water
releases four protons into the thylakoid lumen; (2) transfer of two
pairs of electrons from photosystem II through the cyt b6f complex
(including the Q cycle) translocates eight protons from the stroma to
the lumen; and (3) reduction of two NADP� removes two protons
from the stroma.

The energy in the electrochemical gradient is used to synthesize
ATP from ADP and Pi. Additional ATP can be produced by pho-
tophosphorylation. The net result is that NADPH and ATP are
available for carbohydrate synthesis.

5.5 Carbohydrate Synthesis

5.5.1 C3 plants

Carbohydrate synthesis requires carbon fixation which is incorpora-
tion of carbon dioxide into an organic compound. In C3 plants, carbon
fixation occurs in the initial step of the Calvin cycle, a cycle that occurs
in the stroma of the chloroplast. As described in Sec. 5.4.2, the stroma
also contains the ATP and NADPH required for carbohydrate synthe-
sis. The carbon dioxide required for carbohydrate synthesis enters a
leaf through pores called stomata (Fig. 5.20). It then diffuses into meso-
phyll cells and undergoes fixation in the stroma of the chloroplast. A
continuous supply of carbon dioxide is available only if stomata remain
open. However, open stomata can also lead to water loss, so a C3 plant
has to balance its needs for water and carbon dioxide.

In the Calvin cycle, carbon dioxide is fixed and reduced to form a 
3-carbon carbohydrate. The first step in the cycle (fixation) involves link-
ing carbon dioxide to the 5-carbon molecule ribulose 1,5-bisphosphate
(RuBP) to form a 6-carbon intermediate. The intermediate, probably still
bound to enzyme, rapidly splits into two molecules of 3-phosphoglycerate
(PGA). In Fig. 5.18, three molecules of carbon dioxide are fixed to three
molecules of RuBP, producing six molecules of PGA. Fixation of carbon
dioxide is catalyzed by ribulose bisphosphate carboxylase (rubisco).
Rubisco is an inefficient enzyme in that it catalyzes fixation of only
three molecules of carbon dioxide per second. Moreover, the fixation
(carboxylation) catalyzed by the enzyme is subject to competitive inhi-
bition by oxygen. As a consequence, plants are required to produce
large amounts of rubisco to maintain adequate rates of carbohydrate
synthesis.
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PGA is reduced to the 3-carbon sugar glyceraldehyde 3-phosphate
(GAP) using the NADPH and ATP produced during the light-dependent
reactions. As shown in Fig. 5.18, entry of three carbon dioxide molecules
(i.e., a total of 3 carbons) into the Calvin cycle leads to formation of six
molecules of GAP, but only one GAP (i.e., a total of 3 carbons) is used to
synthesize starch or sucrose. Starch, which is a glucose polymer, is syn-
thesized and stored in the chloroplast. In contrast, the disaccharide
(glucose plus fructose) sucrose is synthesized in the cytosol and trans-
ported to various structures in the plant where it serves as a source of
energy.

The remaining five GAP molecules (i.e., a total of 15 carbons) are used
to regenerate the three 5-carbon RuBPs (i.e., a total of 15 carbons) that
served as acceptors for the carbon dioxide. Several separate reactions
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Figure 5.18 The Calvin cycle for converting carbon dioxide into carbohydrate.
Three molecules of carbon dioxide are fixed to three molecules of ribulose 1,5-
bisphosphate (RuBP) in a reaction catalyzed by the enzyme ribulose bisphos-
phate carboxylase (rubisco). The three 6-carbon intermediates rapidly split
into six molecules of 3-phosphoglycerate (PGA) that are reduced to six mole-
cules of glyceraldehyde 3-phosphate (GAP). One GAP is used for synthesis of
sucrose or starch. The numbers in the squares indicate the number of molecules
of each intermediate. For details, see Sec. 5.5.1
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Figure 5.19 The reactions of photorespiration. Rubisco also
can act as an oxygenase (as well as a carboxylase) and
split RuBP into a 3-carbon PGA and a 2-carbon 2-phos-
phoglycolate (PG). PG can enter the glycolate pathway
and return to the Calvin cycle as PGA. For details, see
Sec. 5.5.2.

(not shown) involving aldolases, transketolases, sedoheptulose bis-
phosphatase, and other enzymes are required to convert the five GAP
molecules into three RuBP molecules. Regeneration of RuBP may be
an important control point in the Calvin cycle because increased
expression of these enzymes increases the rate of carbohydrate syn-
thesis. Additional ATP is then required to phosphorylate the RuBP.

Calvin-cycle reactions often are described as being light-independent
or “dark” reactions. These descriptors are misleading, because the Calvin
cycle is dependent upon factors produced by the light-dependent reac-
tions. For example, the activities of three enzymes in the cycle (GAP
dehydrogenase, sedoheptulose bisphosphatase, and ribulose 5-phos-
phate kinase) are indirectly dependent upon electrons from ferre-
doxin. Ferredoxin transfers electrons to thioredoxin, which then
activates enzymes in the Calvin cycle by reducing key disulfide bonds.
The activity of the Calvin cycle also is increased by high levels of mag-
nesium, ATP, and NADPH in the stroma and by high stromal pH. All of
these factors are dependent upon ongoing light-dependent reactions.

5.5.2 Photorespiration

Photorespiration in plants refers to light-enhanced uptake of oxygen and
release of carbon dioxide (Fig. 5.19). The increased utilization of oxygen
occurs because rubisco has some oxygenase activity in addition to its car-
boxylase (carbon fixation) activity. As discussed above, the carboxylase
activity of rubisco catalyzes fixation of carbon dioxide to the 5-carbon
RuBP and the subsequent formation of two molecules of the 3-carbon
PGA. The oxygenase activity of rubisco catalyzes addition of oxygen to
RuBP and the subsequent formation of one 3-carbon PGA and one 
2-carbon 2-phosphoglycolate (PG). Phosphoglycolate cannot serve as a
direct intermediate in the Calvin cycle, but it can enter the glycolate
pathway which returns a usable 3-carbon glycerate to the chloroplast.
The glycolate pathway is an important salvage pathway, but it is costly
because in the pathway, one previously fixed carbon is lost as carbon
dioxide and energy is consumed. Under some conditions of high light
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intensity, photorespiration can cause C3 plants to lose up to 50% of
newly fixed carbon dioxide, which can clearly hinder plant growth.
When carbon dioxide levels are lowered artificially to 50 ppm (normally
381 ppm in atmosphere), the rate of carbon dioxide loss via photorespi-
ration equals the rate of carbon dioxide fixation. This artificial situation
has real-life correlates, because the carbon dioxide available for fixation
decreases substantially when a leaf has to close its stomata to prevent
water loss. 

Photorespiration and water loss become problematic for plants in
environments that are hot and dry. A C3 plant must keep its stomata
open to obtain carbon dioxide, but open stomata lead to water loss. If
a C3 plant closes its stomata to conserve water, then photorespiration
causes net carbon fixation to approach zero as carbon dioxide levels
in the leaf approach 50 ppm. To circumvent this problem, C4 plants
(see Sec. 5.5.3) and crassulacean acid metabolism (CAM) plants (see
Sec. 5.5.4) have developed mechanisms that minimize the amount of
time that stomata must remain open. Both types of plants use phos-
phoenolpyruvate (PEP) carboxylase to fix carbon dioxide (Fig. 5.21), and
ultimately produce a 4-carbon malate molecule that serves as a reser-
voir of carbon dioxide. However, C4 and CAM plants have different
mechanisms for using the stored carbon dioxide.

5.5.3 C4 plants

Plants which use C4 metabolism include sugarcane, corn, and sorghum.
In C4 plants, photosynthetic tissues differ structurally and functionally
from those in C3 plants. For example, bundle sheath cells in C4 plants are
effectively shielded from the atmosphere by a ring of mesophyll cells
(Fig. 5.20). This arrangement allows the mesophyll cells to regulate
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Figure 5.20 Leaf anatomy in a C4
plant. In the leaf of a C4 plant, meso-
phyll cells form a cylinder around
the bundle sheath cells, isolating
them from the atmosphere. Carbon
dioxide enters the leaf through a
stoma (plural is stomata), diffuses
into a mesophyll cell, is incorporated
into malate, and is delivered to the
Calvin cycle (CC) in bundle sheath. 
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Figure 5.21 C4 pathway (Hatch-Slack pathway) in a C4 plant. In
mesophyll cells, carbon dioxide is fixed to a 3-carbon molecule of
phosphoenolpyruvate (PEP) to form oxaloacetate. The oxaloacetate
is reduced to malate in the chloroplast and the malate is trans-
ported through plasmodesmata to the bundle sheath cells.
Decarboxylation releases carbon dioxide that can enter the Calvin
cycle (CC). 

the gases (e.g., carbon dioxide) that reach the bundle sheath cells.
Another difference between C3 and C4 plants is that photosynthesis pri-
marily occurs in the mesophyll cells in C3 plants whereas photosynthe-
sis occurs in both the mesophyll and bundle sheath cells in C4 plants.
Moreover, in C4 plants, the Calvin cycle is restricted to chloroplasts in
the bundle sheath cells (Fig. 5.20). 

The cellular arrangement in C4 plants and a new carboxylation/decar-
boxylation pathway allow these plants to decrease photorespiration by
increasing the carbon dioxide concentration in the bundle sheath cells.
The carboxylation/decarboxylation pathway is called the C4 pathway
or Hatch-Slack pathway. The pathway begins in the mesophyll cells
where the cytosolic enzyme PEP carboxylase catalyzes carboxylation of
PEP to form oxaloacetate (Fig. 5.21). Fixation of carbon dioxide (actu-
ally bicarbonate) by PEP carboxylase is a key step, because this enzyme
is effective at low concentrations of carbon dioxide and does not exhibit
the oxygenase activity of rubisco. As a result, net carbohydrate synthe-
sis in C4 plants continues until carbon dioxide levels reach 1 to 2 ppm
versus 50 ppm in C3 plants. Hence, C4 plants can keep stomata closed
for longer periods, preventing excessive water loss. Attempts have been
made to introduce into C3 plants some of the desirable properties of C4

plants (see Application Box 5.2).

140 Chapter Five



Energy Conversion 141

Oxaloacetate produced by carboxylation of PEP is transported into the
chloroplast where it is reduced by electrons from NADPH to malate in
a reaction catalyzed by NADPH-dependent malate dehydrogenase
(Fig. 5.21). The malate is then transported through plasmodesmata
to adjacent bundle sheath cells. In these cells, NADP� malic enzyme
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APPLICATION BOX 5.2 
C4 Pathways in C3 Plants

Rice, wheat, and other important food crops are C3 plants in which photo-
synthetic rates decrease in hot, dry environments with high light intensi-
ties. As might be expected, scientists have attempted to use genetic
engineering to introduce parts of the C4 pathway into these plants. Attempts
also have been made to modify C3 enzymes.

Corn genes coding for phosphoenolpyruvate (PEP) carboxylase, pyru-
vate orthophosphate dikinase, and NADP� malic enzyme have been cloned
into rice. The transgenic rice plants can express high levels of these
enzymes, but it is unclear whether the enzymes substantially increase pho-
tosynthesis or plant growth. Equivocal results are not surprising since the
genetically modified C3 plants do not contain all the C4 enzymes and do not
have the specialized leaf anatomy of C4 plants. Both issues will have to be
addressed in future studies.

Attempts to modify C3 enzymes have met with some limited success.
Many mutations have been introduced into the ribulose biphosphate car-
boxylase (rubisco) gene but thus far, the attempts have not increased rubisco
activity. Indeed, most mutations have decreased the catalytic activity of the
enzyme. Overexpression of sedoheptulose bisphosphatase, one of the
enzymes responsible for regenerating ribulose 1,5-bisphosphate (RuBP)
from glyceraldehyde 3-phosphate (GAP), increases the photosynthetic rate
in tobacco. Accordingly, sedoheptulose bisphosphatase and other enzymes in
the regenerating system may be attractive targets for genetic engineering.

Scientists also have engineered plants to express ictB, a gene involved
in bicarbonate (i.e., carbon dioxide) accumulation in cyanobacteria. Plants
expressing this gene show faster photosynthetic rates in conditions of lim-
iting carbon dioxide, presumably due to the increased availability of bicar-
bonate for fixation.

Genetic engineering that can increase carbon dioxide availability or
carbon fixation in plants has the potential to increase crop yields. Such
engineering will be critical to keep up with the increasing demand for food.

Cartoon of rice-corn hybrid
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catalyzes decarboxylation of malate, releasing carbon dioxide that can
be fixed to RuBP by rubisco. The high concentration of carbon dioxide
generated in bundle sheath cells by decarboxylation of malate decreases
photorespiration and facilitates carbohydrate synthesis. Decarboxylation
of malate also is accompanied by storage of electrons in NADPH—electrons
needed for reduction of intermediates in the Calvin cycle. The net result
is that C4 plants are more resistant than C3 plants to hot, dry environments
with high light intensities.

The C4 pathway has some costs. Pyruvate produced in bundle sheath
cells by decarboxylation of malate has to be converted back to PEP in
mesophyll cells. Regeneration of PEP is catalyzed by pyruvate
orthophosphate dikinase (PPDK), an enzyme unique to the C4 path-
way. The reaction requires hydrolysis of ATP to AMP (Fig. 5.21), an
energy loss which is the equivalent to conversion of two ATP to ADP.
Because the C3 pathway avoids this energy requirement, C3 plants have
an advantage in cooler, less arid, temperate regions (i.e., higher lati-
tudes) where light intensity is lower.

5.5.4 CAM plants

Crassulacean acid metabolism (CAM) plants include cacti and a wide
variety of succulent plants that are found in deserts and other arid
regions. Like C4 plants, CAM plants avoid opening their stomata
during the day by increasing the availability of carbon dioxide through
carboxylation/decarboxylation reactions. However, unlike C4 plants,
CAM plants do not partition carboxylation and decarboxylation reactions
between two different types of cells. Instead, CAM plants run carboxy-
lation and decarboxylation at different times in a single cell.

In CAM plants, carboxylation is carried out at night when cooler tem-
peratures decrease water loss. Stomata open to allow entry of carbon
dioxide, and PEP carboxylase catalyzes fixation of carbon dioxide to PEP,
forming oxaloacetate and then malate. During the night, the malate is
stored in the central vacuole to avoid decreasing the pH of the cytosol.
During the day, the stomata close to prevent water loss, and malate moves
into the cytosol from the vacuole. Decarboxylation of malate releases
carbon dioxide which can be fixed to RuBP by rubisco. Photorespiration
is low because the closed stomata prevent oxygen entry. Because CAM
plants primarily open their stomata at night, they can attain water use
efficiencies three- to sixfold higher than those of C4 and C3 plants. 
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The human body consists of about 100 trillion (100 � 1012) cells
and the communication between them makes the whole organism
more than the sum of its parts. Understanding how cells
communicate with one another can shed light on the mechanisms
of diseases resulting from lack of or miscommunication between
cells. It is at the heart of tissue engineering to gain insight into
cellular communication for medical applications such as
transplantation, gene and drug delivery.
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In this chapter, the molecules and mechanisms used in cell communi-
cation will be discussed. The main objective is to build on the reader’s
understanding of the cell biology presented in other sections of the book
by focusing on the all-important cellular function, communication. This
overview is by no means exhaustive since new methods of cellular com-
munication are uncovered frequently. It is meant to familiarize the
reader with common mechanisms of cellular communication and to
present examples of the myriad ways in which cells can regulate this
function. The emphasis of examples will be on nerve cells or neurons,
since they specialize in communication. In an analogy to a computer
receiving input information and processing it into output information,
this chapter is organized into two sections, the READ, or input section,
and the WRITE, or processing and output section. Each nerve cell in a
neural circuit “reads” incoming information received from thousands to
tens of thousands nerve inputs and “writes” outgoing information to
the next nerve cells in the circuit. This is achievable because each nerve
cell contains a large protein signaling machinery.

The READ Part of the Signaling Machinery

The cell membrane serves as the interface between the outside and
inside of the cell. Embedded in the cell membrane are a number of spe-
cialized proteins, known as ion channels, that enable inorganic ions
such as sodium (Na�), potassium (K�), calcium (Ca2�), or chloride (Cl�)
to cross the cell membrane. Inorganic ions carry a positive or negative
electric charge. As the ion channels transport the inorganic ions from
outside to inside the cell, the accumulation of a specific type of inorganic
ions inside the cell will change the membrane potential to reflect the
charge of that ionic species: for example, an increase in chloride (Cl�)
ions will result in a more negative membrane potential. This change in
membrane potential will result in a physiological response from the
cell. In another example, if all the sodium channels on the cell membrane
open up all at once and allow sodium (Na�) ions to rush into the cell,
the membrane potential will be driven toward a positive charge. In neu-
rons, such an event will result in a nerve impulse or action potential
propagating to other nerve cells.

Ion channels are characterized by two common properties: they are
ion selective and they are gated. The first implies that sodium channels
will only conduct sodium ions and no other ionic species across the cell
membrane. The second means that, similar to a gate, they open or close
briefly in response to a specific stimulus.

At the present time, ion channels can be classified into three general
groups: voltage-gated channels, mechanically gated channels, and
ligand-gated channels.
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Voltage-gated channels open or close with a voltage change in the
membrane potential. Thus, they transduce an electrical signal into a
physiological response.

Mechanically gated channels are associated with mechanoreceptors,
that is, receptors that transduce a mechanical stimulus into a physio-
logical response. Hair cells in the cochlea of the inner ear are examples
of mechanoreceptors (see Fig. 2.9). Mechanically gated channels thus
open under the influence of a mechanical force to allow flow of inorganic
ions.

Ligand-gated channels are further subdivided into nucleotide-gated,
ion-gated, or transmitter-gated channels. These channels will open
when their specific ligand (nucleotide, ion, or transmitter) binds to
them. Although they convert a chemical signal (the ligand) into an
electrical response (change in membrane potential due to ionic influx),
they tend to be insensitive themselves to changes in the membrane
potential. The size of the physiological response elicited by the ligand-
gated channels depends largely on the amount and availability of the
ligand. In this chapter, the emphasis will be placed on transmitter-
gated channels since they are common in nerve cells and they are the
targets for psychoactive drugs used in the treatment of neurological
conditions. 

6.1 Membrane Receptors

The cellular machinery responsible for the READ function resides in the
cell surface receptors, which are proteins embedded in the cell mem-
brane. For information on the signaling of nuclear and membrane recep-
tors, refer to Secs. 4.3 and 4.4, respectively. In this section, the emphasis
is on the structure of neuronal receptors and their mechanisms involved
in cellular communication.

Membrane receptors are classified into three types: ionotropic recep-
tors, G-protein-coupled receptors (metabotropic), and protein kinase-
associated receptors. The main difference between the three types of
receptors is due to their mechanism of action.

6.1.1 Ionotropic receptors

Ionotropic receptors are located in the cell membrane and are protein
complexes formed by multiple subunits. These subunits combine to
form a channel through the cell membrane (Fig. 6.1). In the inactive
state, the channel is closed. When activated by the binding of a ligand
to the receptor, the channel opens and admits an influx of ions specific
for the channel. This ion influx results in a change in the membrane cur-
rent, affecting the functional state of the cell. 
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Activation of the channel in the ionotropic receptor requires binding
of receptor-specific molecules. Pharmacological agents that trigger the
opening of the channel when bound to the receptor are termed agonists.
Those that inhibit the opening of the channel, and thus the function of
the receptor, are antagonists. The discovery of agonists and antagonists
was a major advance in understanding the function of receptors.

In many cases, the receptor is named after the pharmacological ago-
nist initially used to study its function. For example, the most common
excitatory transmitter in the brain is glutamate, which binds to several
types of glutamatergic receptors. One type of glutamate receptor is
named the NMDA receptor. NMDA stands for N-methyl-D-aspartate, a
pharmacological agent which binds only to a specific type of glutamate
receptors. Another type of glutamate receptor is the AMPA receptor,
due to its specific binding with AMPA (amino-3-hydroxy-5-methylisox-
azoleproprionic acid). Finally, kainate or quisqualate receptors are other
glutamatergic receptors named after their agonists. For convenience, the
latter three receptors are classified as non-NMDA receptors. 

In the brain, ionotropic receptors mediate communication using clas-
sical neurotransmitters: acetylcholine (nicotinic acetylcholine recep-
tor), g-aminobutyric acid (GABAA receptor), serotonin (serotonin 5-HT3
receptor), and glutamate (NMDA and non-NMDA receptors). 

Ionotropic receptors are formed from the assembly of subunits. For
example, the nicotinic cholinergic receptor, which binds the neuro-
transmitter acetylcholine, is formed by five subunits named a, b, g, and
d and contains two a subunits. Each of the subunits is further divided
into several subtypes with differing physiological properties. The large
number of possible combinations between the different subunit sub-
types creates a great diversity of ionotropic receptors, which can respond

Closed channel Open channel

Occupied
receptor

Empty
receptor

Figure 6.1 Ionotropic receptor. The ion channel is closed in the inactive state
(left) and only opens when a specific ligand binds to the receptor (right).



to the same ligand. In a simple analogy, the master password (ligand)
can unlock many restricted applications (receptors) in a computer. By
this strategy, the synthesis of only a small number of ligands is neces-
sary to elicit a wide variety of physiological responses. 

6.1.2 G-protein-coupled receptors (GPCRs)

G-protein-coupled receptors (GPCRs) or metabotropic receptors are a
very diverse group of over one thousand identified receptors that have
been classified into three subfamilies: the rhodopsin-adrenergic receptors,
the secretin-vasoactive intestinal peptide receptors, and the metabotropic
glutamate receptors. They share the common mechanism that binding of
the ligand to the receptor activates a G-protein, which, in turn, acti-
vates secondary messengers leading to physiological effects in the cell
(Fig. 6.2). For details on the GPCR signaling cascade, see Sec. 4.4.1.

Because of the intermediate steps required in activation of the sec-
ondary messengers, the effects in the cell are slow in onset but they last
longer. In the brain, classical neurotransmitters as well as neuropeptide
transmitters can activate G-protein. Unlike classical neurotransmitters,
which consist of small, low molecular weight compounds, neuropeptides
are larger molecules built from several amino acids (see Sec. 5.3.2).

The ability to bind to both types of receptors increases the degree of
control of the classical neurotransmitters, which can elicit fast responses
over seconds by way of the ionotropic receptors and slower responses
over tens of seconds through the GPCRs. Communication between nerve
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Figure 6.2 G-protein-coupled receptor. Binding of the specific ligand
(transmitter) to the receptor results in activation of the G-protein, which
in turn activates a secondary messenger (cAMP) triggering eventually a
physiological function (gate opening in the ionic channel and phospho-
rylation of proteins).
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cells can thus be modulated with greater precision through the action
of the two different types of receptors. 

GPCRs exist for acetylcholine (muscarinic acetylcholine receptors), the
catecholamines (dopaminergic receptors and adrenergic receptors), sero-
tonin (5-HT receptors types 1, 2, 4-7), glutamate (metabotropic gluta-
mate receptors), g-aminobutyric acid (GABAB receptor), and for the
neuropeptide transmitters (e.g., neuropeptide Y receptors types 1-5).

A GPCR is a single polypeptide shaped into a 7-transmembrane pro-
tein with three intracellular and three extracellular loops (Fig. 6.3).
The N-terminus of the receptor protein is located extracellularly and the
C-terminus, intracellularly. The neurotransmitter-binding portion of
the receptor exists as a pocket in the middle of the seven transmembrane
segments (Fig. 6.4). The receptor domain, which interacts with the G-
protein appears to be within the second and third intracellular loops.
This segment is responsible for the efficiency of coupling and the speci-
ficity of the G-protein. The diversity of the cellular response is enhanced
by the ability of the GPCRs to interact with different G-proteins: for
example, in the case of the a2-adrenergic receptor, even by binding to
the same ligand, it can activate four different G-proteins and thus four
different pathways linked to these G-proteins within the cell.

N-terminus

C-terminus

G-protein
binding domain

Ligand binding
or cleavage site

Figure 6.3 G-protein-coupled receptor. Note the typical
structure of 7-transmembrane proteins with three extra-
cellular and three intracellular loops. (Reproduced with
permission from Bushell, R. and Thompson, University
of Strathclyde, Glasgow, Department of Physiology 
and Pharmacology, (http://spider.science.strath.ac.uk/
PhysPharm/showPage.php?u=TBushell&includePage=
staffDetails.php)

http://spider.science.strath.ac.uk/PhysPharm/showPage.php?u=TBushell&includePage=staffDetails.php
http://spider.science.strath.ac.uk/PhysPharm/showPage.php?u=TBushell&includePage=staffDetails.php
http://spider.science.strath.ac.uk/PhysPharm/showPage.php?u=TBushell&includePage=staffDetails.php


Once activated, the G-protein will trigger secondary messengers. The
response of the cell is determined by which secondary messenger is acti-
vated. For example, in the a2-adrenergic receptor, the G-protein can
either activate the enzyme phospholipase C (PLC), or PLC plus another
enzyme phospholipase A2, further increasing the complexity of the cell
response. 

Within the ligand-binding segment of the receptor protein, specific sets
of amino acids will bind to different agonists or antagonists. Agonists,
when bound to the receptor, tend to stabilize the activated state of the
receptor. Further, the affinity of the GPCR for its agonist is increased
when it is coupled to the G-protein in a positive feedback mechanism
(for receptor affinity, see Sec. 4.2). Antagonists exert their effect in two
different ways. Either they can bind to the inactive form of the recep-
tor and are then termed negative antagonists, or they can bind to both
the active and inactive forms, preventing transition of the receptor into
the activated form and are then called neutral antagonists.

Binding of a ligand to the receptor will result in activation of the
G-protein, leading to a physiological response by the cell. The com-
plexity of responses available to the cell expressing GPCRs is increased
in the following ways. Recall that a GPCR is a 7-transmembrane pro-
tein (Fig. 6.3). Now consider that contiguity between the different trans-
membrane segments is not necessary for function: it has been shown
that the complex formed by the transmembrane segments one to five and
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Figure 6.4 G-protein-coupled receptor. Note that the neurotransmitter binds
to the pocket formed by the 7-transmembrane proteins of the G-protein-
coupled receptor.
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the complex formed by segments six to seven only have to be present in
the same cell for binding of the ligand. These complexes do not have to
be physically located next to one another, although they both have to be
present intracellularly. 

Another layer of complexity within the cell response is due to the
ability of different GPCRs within the same cell to bind to each other, thus
forming different combinations of receptors. These new combinations
allow the binding of different combinations of ligands, which conse-
quently allow the cell a wider range of responses.

Modulation of the response is further accomplished in several ways. The
cell can increase the magnitude of the response by recruiting or synthe-
sizing more GPCRs. An increased number of GPCRs results in a higher
probability for an encounter between the ligand and the receptor.
Conversely, the cell can also lower the magnitude of the response through
a process called desensitization: a constant amount of neurotransmit-
ter will result in a decreased response, thus reducing the dangerous
effects of overstimulation. This can be accomplished by two different
mechanisms. First, the receptor can be phosphorylated by protein kinase
A(PKA), protein kinase C (PKC), or G-protein receptor kinase (GRK). This
process is fast, occurs in a few seconds, and leads to quick desensitization
of the GPCR for its ligand. A second slower mechanism, which happens
over tens of seconds, involves removal of the receptors from the mem-
brane by internalization or by downregulation. Internalization is a
reversible process because the receptors are only removed from the
membrane and can be reinserted into it when needed. Downregulation
is irreversible because the receptors are dismantled.

Finally, the complexity of responses afforded by the diversity of the
separate ionotropic receptors and GPCRs is further augmented by the
recent observation that these two different types of receptors can also
associate with each other and produce functional units with a greater
range of responses. 

6.1.3 Protein kinase-associated receptors

These receptors are also activated by extracellular binding of a ligand,
but instead of opening a channel or activating a G-protein, the binding
of the extracellular signal regulates the catalytic activity of receptor-
associated protein kinases. These enzymes (often of the tyrosine kinase
types) phosphorylate intracellular target proteins which trigger sig-
naling cascades (see Sec. 4.4.2). Members of this receptor family are
often receptors for growth factors such as the neurotrophins. In the
brain, the family of neurotrophins binds to protein kinase-associated
receptors. This leads, depending on the signaling pathways, to cell sur-
vival, growth of nerve cell processes, or modulation of neuronal plasticity. 



6.2 Nuclear Receptors

Endocrine glands secrete products called hormones into the circulatory
system and these are eventually brought into contact with their target
tissues. Certain types of hormones, for example steroid hormones, can
freely pass the plasma membrane of the target cell and then act by
binding to intracellular receptors. The complex of hormone and recep-
tor is then translocated into the nucleus of target cells, where it affects
the transcription of genes by binding to certain DNA sequences called
promoters. By regulating gene transcription, hormones can thus have
a profound effect on physiological functions. 

Recent advances in imaging techniques, allowing for in vivo moni-
toring of protein trafficking within live cells, have made it possible to
study the events following the binding of hormones to their receptors.
These events are described in Sec. 6.2.1 with the example of the hormone
cortisol and its receptors, but the characteristics of the cortisol-receptor
interactions can be generalized to other steroid and nuclear hormone
receptors. 

Overall, there have been at least 48 nuclear receptors identified in the
human genome. They are classified into type I or type II receptors
according to their mechanism of action, or subdivided into seven sub-
families based on their amino acid sequence. The subfamilies include
receptors for steroid hormones such as cortisol and receptors that are
activated by nonsteroidal compounds such as retinoids, thyroid hor-
mones, and vitamin D. Many of the nuclear receptors are still known
as orphan receptors, because their in vivo ligands are not yet identified.

6.2.1 Steroid hormone receptors 

Steroid hormones are all derived from cholesterol. Hence, they are all
lipid-soluble and diffuse from the blood through the cell membranes of
the target cells, where they act as transcription factors and initiate
important cellular responses. Cortisol is a steroid hormone secreted
from the adrenal gland, and it plays a significant role in processes as
diverse as human development, metabolic response to stress, energy
metabolism, and aging. Cortisol acts through two intracellular receptors:
the mineralocorticoid receptor and the glucocorticoid receptor (Nishi
and Kawata, 2006). Both receptors can be found in the cytoplasm of
target cells and are rapidly translocated into the nucleus when bound
to their ligand, cortisol. However, some studies have also reported the
presence of these corticosteroid receptors in the nucleus even in the
absence of its ligand.

In the cytoplasm, unbound glucocorticoid receptor or mineralocorti-
coid receptor (R, Fig. 6.5) are part of a protein complex that includes the
heat shock protein 90 (hsp90), an immunophilin protein of FK506 family,
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and the protein p23 (not shown). These proteins will dissociate from the
glucocorticoid receptor when it becomes activated. During the process
of synthesis and maturation, the receptors are also transiently associ-
ated with other proteins, termed molecular chaperones, such as heat
shock protein 70 or Cyp40. It was previously thought that the associa-
tion of the receptors with their chaperone protein complex in the cyto-
plasm prevented translocation into the nucleus. However, recent results
have shown that some unbound corticosteroid receptors are also assem-
bled into protein complexes in the nucleus. Thus, the location of the com-
plex formed by association of the steroid receptor with their chaperone
proteins appears to be specific for cell types, rather than intracellular
functions.

In experimental cell types such as the COS-1 cells (a transformed
cell line from fibroblasts derived from the normal kidney of the African
green monkey), the mineralocorticoid receptor has about a tenfold
greater affinity for cortisol than the glucocorticoid receptor. This means
that at low cortisol concentration [10�9 Molar (M)], the mineralocorticoid
receptor is activated for binding to cortisol, while the glucocorticoid recep-
tor only becomes activated at higher levels of the ligand (10�6 M or a thou-
sand times higher). Two different receptors are thus used for the same
hormone depending on its concentration, with the mineralocorticoid

Figure 6.5 Nuclear translocation of the corticosteroid receptor. The ligand cortisol
(triangle on the left) binds to the corticosteroid receptor (R), which also contains
nuclear localization signals (NLS). The transport mechanism (importin a and b)
binds the NLS and docks with the nuclear pore complex, which then translocates
the whole corticosteroid receptor into the nucleus. (Reproduced with permission
from Waxman, S.G., Sage Publications Inc.; Nishi, M. and Kawata, M. (2006).
Brain corticosteroid receptor dynamics and trafficking: Implications from live cell
imaging, Neuroscientist. 12:119–133.)



receptor operating at physiological concentrations of cortisol and the glu-
cocorticoid receptor participating at high cortisol levels. Interestingly,
this difference in affinity for the ligand by the corticosteroid receptors
is not present in cultured nerve cells from the hippocampus of the tem-
poral lobe of the brain, suggesting that mechanisms for nuclear translo-
cation of bound corticosteroid receptors differ between cell types.

When cortisol binds to either the glucocorticoid receptor or the min-
eralocorticoid receptor, it induces a loss of associated chaperones such
as hsp90 from the protein complex, which holds the receptor in the cyto-
plasm, triggering a change in the protein shape or conformation of the
receptor. This conformational change exposes signal proteins known as
nuclear localization signals (NLS, Fig. 6.5).

The transport mechanism recognizes the NLSs and binds to the recep-
tor complex. In the case of the glucocorticoid receptor and the miner-
alocorticoid receptor, the transport mechanism is formed by proteins of
the importin family. Importin a binds to the nuclear localization signals
as well as to importin b. The latter docks the nuclear pore complex,
which then mediates the translocation into the nucleus. It remains
unclear as to how the bound steroid receptor complex is shuttled from
cytoplasm to the nucleus. Microtubules, which are cytoskeletal elements
for intracellular transport of other proteins (see Sec. 2.3.2), do not seem
to be involved.

The nuclear localization signals are important in mediating the
translocation process, not only because they are recognized and bound
by importin a, but also because different types of nuclear localization sig-
nals exist with different properties. For example, the glucocorticoid recep-
tor contains two nuclear localization signals named NLS-1 and NLS-2.
NLS-1 is involved in rapid transport into the nucleus with a half-time
of 5 to 15 min, inducible by binding of either agonist or antagonist to the
glucocorticoid receptor. This rapid transport is active when the gluco-
corticoid receptor is expressed at high levels in the cell. NLS-2, on the
other hand, induces a slow nuclear transport with a half-time of 45 min,
and this occurs only with agonist binding. Thus, depending on the envi-
ronmental and cellular conditions, one or the other nuclear localization
signal will be favored, increasing the versatility of the cell response.

The corticosteroid receptors also interact with molecules other than
their specific ligands: cyclic AMP (cAMP) is a signaling molecule, which,
when present, can activate mineralocorticoid receptors located in the
nucleus, even in the absence of the ligand. This action of cAMP results
in low levels of transcription activity by the cell. Transcriptional activ-
ity is increased when the ligand is present and more mineralocorticoid
receptors are translocated from the cytoplasm to the nucleus. Thus,
cAMP and the ligand both act in promoting transcription activity but
at different levels.
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Once in the nucleus, the translocated corticosteroid receptors have
been observed to cluster in certain nuclear regions, although these clus-
ters do not always colocalize with areas of transcription activity in the
nucleus. The clusters are formed by single receptors as well as recep-
tors bound to each other. Both the glucocorticoid receptor and the min-
eralocorticoid receptor can bind with receptors of their own type to form
homodimers through interface in a particular protein region known as
the zinc finger region. Interestingly, the zinc finger region of gluco-
corticoid receptors and that of mineralocorticoid receptors have the
same amino acid sequence. Studies have shown that the glucocorticoid
receptor and the mineralocorticoid receptor can also bind to one another
to form heterodimers, and that this reaction depends on the level of
cortisol. As discussed above, at low levels of the ligand, mineralocorti-
coid receptors have a greater affinity for cortisol than glucocorticoid
receptors, and homodimer formation between mineralocorticoid recep-
tors is favored. At higher concentrations of the ligand, when the gluco-
corticoid receptors are activated, the probability of heterodimer formation
with mineralocorticoid receptors is increased. The usefulness of het-
erodimer formation lies in the increased versatility for regulating gene
expression, by having not just two types of corticosteroid receptors
affecting transcription, but also homo- and heterodimers of these recep-
tors. Surprisingly, in vitro studies have demonstrated both synergistic
and inhibitory regulation of transcription by heterodimer formation of
corticosteroid receptors. The precise role of heterodimer formation of
steroid receptors remains to be elucidated.

Within the nucleus, the corticosteroid receptors also interact with
cofactors known as steroid receptor coactivators or SRCs. These SRCs
act as regulators of corticosteroid receptors-induced transcription by
recruitment of other coactivators or by modification of chromatin struc-
ture. The presence of SRCs is required for transcription, and the amount
of SRCs present in the nucleus can limit the level of activation: low
levels of SRCs result in low level activation and higher levels increase
the level of activation.

It must be noted that the physiological functions mediated by the
nuclear transport pathway are not confined solely to the transport of
hormones from the cell body to the nucleus. In nerve cells, importin
a and b play diverse roles in the retrograde transport of proteins for
processes extending from the cell body back to the nucleus. For exam-
ple, transport from the tip of the growing axon (termed the axonal
growth cone) to the nucleus during cell development, from the den-
drites to the nucleus, and also from an area of axonal injury to the
nucleus has been observed. Studies have demonstrated an association
between the activities of the nuclear transport and the processes that
induce long-term changes in communication at the synapse (the contact



point between nerve cells). Thus, the nuclear transport proteins such as
the importins play an important role in signaling between the synapse
and the nucleus in nerve cells. Furthermore, the implication that fac-
tors produced by synaptic activity and carried to the nucleus can alter
nuclear transcription suggests that communication between nerve cells
may have profound effects not just at the level of the synapse but also
at the transcription level in the nucleus.

The WRITE Part of the Signaling Machinery

The most prevalent method of communication is chemical transmis-
sion, illustrated in this section by the communication between nerve
cells.

Nerve cells or neurons have special shapes: they have a cell body or
perikaryon from which processes extend such as dendrites and an
axon. In Fig. 6.6 drawn by the famous neuroanatomist Ramon Y. Cajal,
there are two types of nerve cells: the large cells are Purkinje cells
(A, Fig. 6.6) and the smaller ones are granule cells (B, Fig. 6.6). The den-
drites of the Purkinje cells ramify densely above the cell body, whereas
the thin axon originates below the cell body. In the granule cell, the den-
drites are the three or four short processes ending in a tuft, and the axon
is the thin, long structure stretching upward to meet with the Purkinje
cell dendrites. Thus, the dendrites remain close to the cell body whereas
axons can project over a long distance to make contact with other cells.
For example, neurons that control muscles in the foot have their cell
bodies located in the spinal cord about half way down the back. To reach
the foot, their axons project from this location along the rest of the back
and the whole length of the lower limb, a distance of over 1 m (over 3 ft)
in an individual of average height. In general, the dendrites and cell body
receive signals from previous nerve cells in the connecting circuitry and
the axon transmits signals to the next nerve cells. The neuron is
described as polarized since signals travel in one direction: from the den-
drites to the cell body and then into the axon to reach the terminal end-
ings, which interact with other neurons or muscle cells.

The area of interaction between the transmitting (presynaptic) and
the receiving (postsynaptic) nerve cells is a small intercellular gap called
the synapse (Fig. 6.7). At the synapse, the presynaptic neuron, when
stimulated, releases a transmitting chemical or neurotransmitter.
The latter crosses the synaptic gap by diffusion and binds to cell sur-
face receptors, which are specialized proteins on the membrane of the
postsynaptic neuron. Neurotransmitter-receptor interactions result in
activation or inhibition of the postsynaptic neuron. These events con-
stitute synaptic chemical transmission between a signal-emitting neuron
and a signal-receiving neuron.
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6.3 Signaling Molecules

Neurotransmitters vary greatly in their composition. Acetylcholine,
the biogenic amines, and some amino acids form the so-called classical
neurotransmitters (because they were first to be discovered and studied
extensively; see Sec. 6.3.1). Other neurotransmitters are the neuro-
peptides and neurosteroids (see Sec. 6.3.2). Finally, recent research has
revealed that neurons can also release gaseous transmitters such as
nitric oxide or carbon monoxide to affect nearby nerve cells. They con-
stitute the third class of neurotransmitters called unconventional
transmitters.

Figure 6.6 Differing morphologies of neurons. Note the large cerebellar
Purkinje neurons (A) with extensive dendritic architecture and compare
to the small granule cells (B) with sparse dendrites. (Public domain figure
produced by Santiago Ramón y Cajal, 1899. Instituto Santiago Ramón
y Cajal, Madrid, Spain, and displayed at http://www.answers.com/topic/
purkinjecell-jpg.)

http://www.answers.com/topic/purkinjecell-jpg
http://www.answers.com/topic/purkinjecell-jpg


For a substance secreted by a nerve cell to qualify as a neurotrans-
mitter, it must have the following characteristics:

� The presynaptic neuron must contain the appropriate mechanism
for synthesis and secretion of the neurotransmitter.

� Presynaptic nerve terminals must release the neurotransmitter in a
form identifiable by biochemical or pharmacological techniques.

� The effects of the neurotransmitter on the postsynaptic cell must repro-
duce the effects obtained by stimulation of the presynaptic neuron.
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Figure 6.7 The synapse. The axonal terminal from the presynaptic neuron and
the dendritic membrane from the postsynaptic neuron form the synapse. The
neurotransmitter is released from the presynaptic terminal, diffuses through
the synaptic cleft, and binds to receptors located on the membrane of the post-
synaptic neuron. (Public domain figure produced by Goodlett, C.R. and Horn,
K.H. Mechanisms of alcohol-induced damage to the developing nervous system.
Alcohol Res. Health. 2001;25(3):175–184, and displayed at National Institute
on Alcohol Abuse and Alcoholism of the National Institutes of Health, http://
www.niaaa.nih.gov/Resources/GraphicsGallery/Neuroscience/synapse.htm.)

http://www.niaaa.nih.gov/Resources/GraphicsGallery/Neuroscience/synapse.htm
http://www.niaaa.nih.gov/Resources/GraphicsGallery/Neuroscience/synapse.htm
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� Competitive antagonists as well as inhibitors of synthesis must block
the effects of the presynaptic stimulation. 

� Finally, there must be synaptic mechanisms, such as enzymatic inac-
tivation or reuptake, to terminate the effects of the neurotransmitter.

The process of chemical transmission includes several steps: the syn-
thesis, the storage, and the active release of the neurotransmitter, as
well as the interaction of the neurotransmitter with postsynaptic recep-
tors and the termination of this process. These steps are explained in
the following discussion of the classical neurotransmitter acetylcholine
(ACh) and illustrated in Fig. 6.8. ACh is also the transmitter at the
synapse between nerve cells, and cardiac and voluntary muscle cells
(neuromuscular junction) in mammals. Neurons using ACh as a neu-
rotransmitter are termed cholinergic. 

The first step in chemical transmission involves the synthesis of the
neurotransmitter. As for all classical neurotransmitters, synthesis of
ACh takes place in the presynaptic terminal far away from the nerve
cell body: the enzyme choline acetyltransferase (ChAt in Fig. 6.8) trans-
fers the acetyl group from acetyl-coenzyme A to choline. The required

AcCoA
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OxAc

CL
AcCoA

ACh+

ChAtNa+ Ch+

Ch+

C

ACh

AChE

AChR

Synaptic
vesicle

Ac
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Figure 6.8 Cholinergic synapse. Acetylcholine (ACh) is syn-
thesized by choline acetyltransferase (ChAt) in the presy-
naptic membrane. After release into the synaptic cleft, ACh
binds to the cholinergic receptor (AChR). The effect of ACh is
terminated by the enzyme acetylcholinesterase (AChE). Ac �
acetic acid; AcCoA � acetyl-coenzyme A; C � choline trans-
porter; Ch�

� choline; CL � citrate lyase; OxAc � oxaloac-
etate; Pyr � pyruvate.



agents for this reaction are compartmentalized within the presynaptic
terminal: acetyl-coenzyme A (AcCoA) exists within the mitochondria
whereas choline (Ch�) and ChAt are cytoplasmic. Thus, the synthesis
of ACh within the presynaptic terminal can be controlled by the rate at
which AcCoA is released from the mitochondria or by the availability of
Ch� within the cytoplasm.

The next step in chemical transmission is the storage of the neuro-
transmitter. The vesicular cholinergic transporter is responsible for the
translocation of the newly synthesized acetylcholine into presynaptic
vesicles where it is protected from degradation by enzymes. As for all
classical neurotransmitters, the synaptic vesicles are small in diameter
(~50 nm), and they are arranged in a predetermined spatial arrange-
ment in the presynaptic terminal for quick release.

The following step, the active release of neurotransmitter into the
synaptic cleft, occurs when repetitive firing of the neurons occurs.
The transmitter release is regulated by extracellular stimulation of
the presynaptic neuron. The presynaptic neuron generates depolarizing
signals, which travel along the axon to its presynaptic terminals trig-
gering fusion of the synaptic vesicles with the presynaptic cell membrane
and the release of the neurotransmitter into the synaptic cleft (for a dis-
cussion on secretion, see Sec. 6.4).

In the next step, the neurotransmitter interacts with receptors on the
postsynaptic as well as the presynaptic membrane. Membrane recep-
tors include ionotropic receptors and G-protein-coupled receptors
(GPCRs) (see Sec. 6.1). In the case of ACh, there are two types of cholin-
ergic receptors: nicotinic and muscarinic. These differ in their mecha-
nism since nicotinic receptors are ionotropic and muscarinic receptors
are GPCRs. Nicotinic and muscarinic receptors have different distri-
butions in the body and subserve different functions; furthermore, each
type of receptors can be differentiated into different subtypes. For exam-
ple, the muscarinic cholinergic receptors include five different subtypes
numbered M1 to M5, differentiated by function as well as by distribu-
tion in the body. M1 cholinergic receptors modulate signaling in brain
areas such as the cortex and the hippocampus. M2 cholinergic receptors
are involved in tremor and hypothermia. M3 cholinergic receptors medi-
ate gland secretion, contraction of smooth muscle, and pupil dilation. M4
cholinergic receptors modulate the activity of the neurotransmitter
dopamine in brain motor functions. Finally, M5 cholinergic receptors
control the muscle tone of cerebral blood vessels. Thus, the existence of
different receptor types and subtypes increases the versatility of the
same neurotransmitter, in our example ACh, in triggering and modu-
lating different physiological functions.

The last step is the termination of the action of the released neuro-
transmitter. This must occur because continuous stimulation of the
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postsynaptic cell could threaten its survival. Passive and active mech-
anisms of transmitter termination exist. The passive termination occurs
when the neurotransmitter diffuses away from the receptor and becomes
diluted into the extracellular fluid to insignificant concentrations. The
cell membrane on the pre- and the postsynaptic cells also contain active
mechanisms to terminate the action of the released neurotransmitter.
In the case of ACh, termination is primarily by the action of the mem-
brane enzyme acetylcholinesterase (AChE in Fig. 6.8) secreted into the
synaptic cleft where it exerts its effect on the neurotransmitter.
Acetylcholinesterase breaks down ACh into acetic acid (Ac) and choline
(Ch�). Choline is transported back into the presynaptic terminal by the
action of the choline transporter (C in Fig. 6.8), to be stored and reused
in neurotransmitter synthesis. As its name indicates, the choline trans-
porter is a specialized membrane protein, which binds to choline and
shuttles it back into the presynaptic terminal in a sodium-dependent
process. Termination of the neurotransmitter action ends the process of
synaptic transmission.

Electrophysiological studies of nerve cells have revealed that com-
munication is not limited to active periods (i.e., periods of active stim-
ulation by the presynaptic neuron), but appears to be ongoing at all
times. Recordings during inactive periods at the neuromuscular junc-
tion show that the synapse is not silent. Instead, small (1 mV) electrical
signals termed miniature end-plate potentials can be continuously
detected (Fig. 6.9). The mechanism that generates miniature end-plate
potentials remains unclear. The amount of ACh necessary to generate
a miniature end-plate potential is termed a quantum. The most com-
monly accepted model posits that each quantum is the result of the
interaction of one synaptic vesicle with a fusion pore located on the
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Figure 6.9 Miniature end-plate potentials recordings.
Each upward deflection represents one miniature end-
plate potential. (Reproduced with permission from
Purves, D., Augustine, G.J., Fitzpatrick, D., Hall, W.C.,
Lamantia, A.-S., McNamara, J.O. and Williams, S.M.
Neuroscience, 3rd ed., 2004, Sinauer Associates, Inc.)



presynaptic membrane and subsequent release of the content of this
single synaptic vesicle. 

However, another model for quantal release also exists whereby
arrays of synaptic vesicles docked to the nerve terminal membrane by
a complex of fusion pores synchronously release ACh to generate a
quantum. In Fig. 6.10a, the presynaptic terminal of a frog neuromus-
cular junction has been processed by the freeze-fracture technique. The
electron micrograph image on the left of Fig. 6.10a shows an unstimu-
lated presynaptic terminal. The dots in the picture represent particles
that are thought to be calcium channels. The electron micrograph image
on the right shows a terminal stimulated by an action potential. The
dimple-like structures in the picture represent the fusion pores by which
the synaptic vesicles fuse with the presynaptic membrane. Figure 6.10b
is the schematic drawing of synaptic vesicles interacting with the presy-
naptic membrane to form such fusion pores. In the schematic, calcium
channels are symbolized as cylinders integrated in the presynaptic ter-
minal membrane. Based on freeze-fracture and other studies, a new
model of transmitter release is developed, which proposes that minia-
ture end-plate potentials caused by the simultaneous fusion of several
synaptic vesicles may not be dismissed as “background noise” but
may constitute a low level of intercellular communication with poten-
tial physiological significance. Moreover, the model takes into account
the existence of subminiature end-plate potentials (less than 1 mV),
which may be the result of partial transmitter release from a single
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Figure 6.10 Fusion pore. (a) The left scanning electron micrograph shows the synaptic side
of an inactive presynaptic membrane. After depolarization and transmitter release, fusion
pores are visible in the right scanning electron micrograph. (b) The drawing shows how
synaptic vesicles interact with the presynaptic membrane to form fusion pores through which
neurotransmitter is released. (Left figure reproduced with permission from Heuser, J.E.,
Reese, T.S., Dennis, M.J., Jan, Y. and Jan, L. (1979). Synaptic vesicle exocytosis captured
by quick freezing and correlated with quantal transmitter release. J. Cell Biology. 81: 281.
Right figure reproduced with permission from Purves, D., Augustine, G.J., Fitzpatrick, D.,
Hall, W.C., Lamantia, A.-S., McNamara, J.O. and Williams, S.M. Neuroscience, 3rd ed., 2004,
Sinauer Associates, Inc.)

(a) (b)
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fusion pore complex representing another degree of low-level intercel-
lular communication.

6.3.1 Classical transmitters

The classical transmitters are ACh, the biogenic amines, or products of
intermediary glucose metabolism such as the amino acids g-aminobutyric
acid (GABA), glutamate, or aspartate. The term biogenic amine refers
to a group of biologically active amines, which serve as neurotransmit-
ters. They include the catecholamines: dopamine, norepinephrine, and
epinephrine. The last two names have replaced the older nomenclature
of noradrenaline and adrenaline. Another important biogenic amine is
5-hydroxytryptamine or serotonin.

In Sec. 6.3, the formation of ACh by the enzyme choline acetyltrans-
ferase (ChAt) was presented. However, synthesis of classical transmit-
ters can also occur by sequential action of different enzymes. For
example, the first step in the synthesis of the catecholamines begins with
the conversion of the amino acid phenylalanine to tyrosine by the enzyme
phenylalanine hydroxylase (Fig. 6.11). Breakdown of proteins eaten
during a meal provides for the major source of phenylalanine. Next,
tyrosine is accumulated in the nerve cell and converted by the enzyme
tyrosine hydroxylase to 3,4-dihydroxyphenylalanine (DOPA). The latter
is in turn rapidly converted to dopamine by the enzyme aromatic amino
acid decarboxylase (AADC). Thus, nerve cells, which use dopamine as
a neurotransmitter, manufacture only the enzymes tyrosine hydroxylase
and AADC. These cells are referred to as dopaminergic neurons.
Noradrenergic neurons, which utilize norepinephrine as a neurotrans-
mitter also manufacture the enzyme dopamine-b-hydroxylase (DBH) to
convert dopamine to norepinephrine. Finally, adrenergic neurons syn-
thesize the enzyme phenylethanolamine N-methyltransferase (PNMT)
for the conversion of norepinephrine to epinephrine. Thus, the sequen-
tial action of enzymes contained within the same nerve cell can syn-
thesize the specific neurotransmitter required for intercellular
communication.

Synthesis of classical transmitters occurs in presynaptic axon termi-
nals, near the site of neurotransmitter release. Because of this, char-
acteristic synthetic enzymes for the classical neurotransmitters can be
found in axonal terminals. For example, the enzymes tryptophan
hydroxylase (converts the amino acid tryptophan to 5-hydroxytrypto-
phan) and AADC (also converts 5-hydroxytryptamine to serotonin) are
localized in the cytoplasm near terminal endings. This distribution of
synthetic enzymes has been exploited to identify the type of neuro-
transmitter used by a nerve cell. Figure 6.12 shows dopaminergic neu-
rons that are identified in culture by the presence of fluorescently labeled



tyrosine hydroxylase, required for the synthesis of DOPA from tyrosine
as can be seen in Fig. 6.11. Clinical Box 6.1 presents an example how
cells can be labeled in vivo with fluorescent markers and the diagnos-
tic value of fluorescent tagging.

Release of classical transmitters is elicited by depolarization of the
nerve cell and is calcium-dependent (see Sec. 6.4). Termination of the
action of classical neurotransmitters is performed either by the action
of enzymes and/or by reuptake mechanisms. The action of AChE, which
is the primary mode of transmitter termination for ACh, has already
been discussed in Sec. 6.3. For the catecholamines, the enzymes
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Figure 6.11 Catecholamine synthetic pathway. A series of synthetic
enzymes converts phenylalanine to the bioactive catecholamines
dopamine, norepinephrine, and epinephrine. AADC � aromatic acid
decarboxylase; DBH � dopamine-b-hydroxylase; PNMT � phenyletha-
nolamine N-methyl transferase.
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CLINICAL BOX 6.1
In Vivo Labeling of Cells

Cells monitor their environment through receptor proteins embedded in the
cell membrane. Receptor proteins have several attached molecules of sugar
or oligosaccharide chains protruding into the extracellular space. These
oligosaccharide chains or glycans serve as binding points for ligands to the
receptor protein. Developing the ability to detect glycans specific to a par-
ticular type of receptors or cells in the living patient would be a major
advance in diagnosis and therapy. 

A recent study (Prescher et al., 2004) has reported an important contri-
bution toward this goal. Prescher and colleagues synthesized the precur-
sor of a single sugar molecule or monosaccharide with an attached nontoxic
azide group: peracetylated mannosamine. When injected into mice, this pre-
cursor was converted by the mouse cellular machinery into azide-bearing
sialic acid and transferred to glycans in the cell membrane. Thus, mem-
brane proteins on the mouse cells now contained this artificially manu-
factured azide-bearing sialic acid. When an appropriate probe, in this
case phosphine attached to a peptide named Flag, was injected into these
previously treated mice, it bound to the sialic acid. Cells were then har-
vested from the mice. The complex formed by the artificially induced azide-
bearing sialic acid and phosphine attached to Flag was expressed on the
cells as a tag, detectable by labeling with a fluorescent antibody specific to
the Flag peptide.

Figure 6.12 Dopamine neurons identified by tyrosine hydroxylase label-
ing and imaged by a red fluorescence tag. (Reproduced with permis-
sion from Bannon, M.J. Wayne State University School of Medicine,
and displayed at http://serotonin.med.wayne.edu/mbannon/.)

http://serotonin.med.wayne.edu/mbannon/


monoamine oxidase (MAO) and catechol-O-methyl transferase (COMT)
are responsible for transmitter termination. Although these enzymes
play a major role in ending the effects of catecholamine in the blood-
stream, they play a secondary role in the brain. The major method of
transmitter termination in the brain is by way of catecholamine trans-
porters. These specialized membrane proteins shuttle the catecholamines
back into the presynaptic terminal in an energy-dependent process,
which requires the presence of the salt ions sodium and chloride. These
transporters differ from the vesicular transporters, which load neuro-
transmitters into synaptic vesicles.

Two transporters specific to nerve cells have been characterized for
the catecholamines: the dopamine transporter and the norepinephrine
transporter. The existing nomenclature is somewhat misleading because
the transporters are not specific and will bind to either dopamine or nor-
epinephrine. The catecholamine transporters are located outside of the
synapse; thus, following release and interaction with the receptors, the
catecholamine neurotransmitters are terminated first passively by dif-
fusion away from the synaptic cleft and then actively by their trans-
porters. The arrangement of the transporters outside of the synaptic cleft
allows for termination of catecholamines released not only from a nearby
synapse, but also from distant sites. This mechanism increases the effi-
ciency of communication between nerve cells by decreasing the likeli-
hood of random neurotransmitter action through extracellular diffusion.
Furthermore, it is protective to the cell since overstimulation can deplete
metabolic stores within the postsynaptic cell and/or cause overexcitation
within a particular neural pathway resulting in cell damage and death.
This hypothesis of excitotoxicity may be the basis of severe neuro-
logical disorders such as strokes or amyotrophic lateral sclerosis.
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This work has important implications because it is a first step in direct-
ing the cellular machinery to synthesize artificial tags in cells bearing a par-
ticular type of receptor. It has the potential to allow for the artificial labeling
of a specific group of cells for detection or therapy in the living. An impor-
tant step toward this goal would be to uncover the mechanism, which will
direct the expression of the artificial tags only in desired tissues or cell types
in the living patient. Future applications could focus on developing imag-
ing methods for detecting the tagged cells in living patients for diagnostic
purpose; for example, cells in a brain region could be tagged and checked
for abnormal growth if a tumor is suspected. Furthermore, therapies can
also be developed whereby antibodies specific for the artificial tags can
seek out tag-labeled tumor cells and destroy them. This approach would be
invaluable in areas difficult to access by surgery such as the brain. 
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6.3.2 Neuropeptide transmitters

Short chains of amino acids form neuropeptide transmitters. There is
a large number of identified neuropeptide transmitters with new ones
discovered on a regular basis. Substance P, vasoactive intestinal peptide,
cholecystokinin, somatostatin, and neurotensin are examples of neu-
ropeptide transmitters acting not only in the nervous system but also
in the gastrointestinal tract as paracrines and hormones (see Sec. 6.4). 

Although they play a similar role in cell communication, neuropep-
tide transmitters differ from the classical transmitters in some aspects.
Synthesis of neuropeptides occurs in the cell body or soma of nerve
cells, far away from their site of release. Cell transport mechanisms
shuttle the neuropeptides from the cell body to the axonal terminals.
Given the constraint of longer transport of the peptide neurotransmit-
ter to the axon terminal and slower transmitter replenishment, the
release of the neuropeptide transmitter must be coordinated with its
synthesis to avoid shortage.

Although storage of the neuropeptide transmitters takes place in vesi-
cles that are twice as large as the vesicles observed with the classical
neurotransmitters, synaptic mechanisms involved in the release of the
neuropeptide transmitters appear to be similar to those involving clas-
sical transmitters. 

Finally, the action of neuropeptide transmitters is terminated pas-
sively by diffusion away from the synapse or actively by enzyme degra-
dation. Thus far, no reuptake process via transporters has been
identified for the neuropeptide transmitters.

6.4 Cell Secretion

Cells communicate with themselves and with each other by multiple
means. Chemical communication can occur in an endocrine (humoral),
paracrine, autocrine, or juxtacrine way. These terms were already intro-
duced in Chap. 4 and they are again briefly explained below. In order
to communicate chemically, the cell must synthesize a substance intra-
cellularly and release it extracellularly. This process is called secretion
which is the broad topic of this section. 

Endocrine: The endocrine system is characterized by humoral com-
munication in which a cell synthesizes a hormone and secretes it
directly into the circulatory system. The blood transports the hor-
mone to a target tissue where it binds to receptors located on the
membrane or inside cells to promote its effects. Application Box 6.1
presents bioengineering attempts to restore in diabetic patients com-
munication between cells that produce the hormone insulin and cells
that express insulin receptors. 



Paracrine: In paracrine communication, cells release active sub-
stances, which affect nearby cells.

Autocrine: A cell releases a substance, which acts upon the same cell.
Juxtacrine: In this type of communication, the messenger acts on
neighboring cells without diffusing from the cell where it was pro-
duced. For instance, a ligand anchored in the cell membrane binds to
a receptor in the membrane of another cell. 
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APPLICATION BOX 6.1 
The Artificial Pancreas of the Future 

All cells use glucose to derive energy for their functions. The hormone
insulin allows for the passage of glucose from the bloodstream into cells.
Without insulin, glucose builds up in the bloodstream and is unavailable
for cell use.

In patients with type 1 diabetes (juvenile diabetes), b cells from the pan-
creas stop secreting insulin. At present, one possible therapy is transplan-
tation of pancreatic tissues from cadavers to restore insulin secretion.
However, the disadvantages of this method include having to use two sep-
arate pancreas donors for each recipient because only a fraction of the
transplanted tissue will become functional; further, the rate of independ-
ence from injected insulin in these patients decreases over time: from 80%
at 1 year to 65% by 2 years. A powerful potential therapy eliminating the
need for donors would be the use of artificial b cells.

Bioengineering has contributed enormously to the development of
improved treatments of diabetes. Implantable insulin pumps have been con-
tinuously improved since their first introduction in the early eighties. The
pumps are nowadays connected with a miniature glucose sensor, and at the
current writing, the first real-time monitoring systems have just been
approved for use in humans. It implies that for diabetics, the widespread
use of implanted closed-loop insulin delivery systems that mimic the func-
tions of the human pancreas may not be in the too distant future. 

There are other experimental approaches to the treatment of diabetes
in which bioengineering design may be important. For instance, bioengi-
neers aim at developing an implantable membrane device that entraps 
b cells isolated from animals or human donors and grown in culture. The
membrane has to be designed to be freely permeable to glucose and insulin.
But the membrane must also protect the entrapped b cells from immune
factors such as antibodies and cytokines from the implanted patient, since
they can elicit an immune reaction against the implanted device and inter-
fere with its function. Further research is needed to develop such a valuable
device.



170 Chapter Six

Though most attention has been focused on chemical transmission as
the generally accepted mode of cell to cell communication, electrical com-
munication exists as well, in the form of gap junctions and ephaptic
information exchange. 

Gap junctions: Communication occurs through protein channels that
form in the apposed membranes of adjacent cells and allow the
exchange of small molecules and ions between the cells. The flow of
ions allows electric impulses to be transmitted directly from one cell
to the other.
Ephaptic: Cells communicate by apposed cell membranes with regions
of low resistance flanked by regions of high resistance. Electrical sig-
nals flow across membranes at regions of low resistance.

Cellular secretion is a complex and highly regulated task. It first
involves manufacturing of the substance to be secreted (see Sec. 6.4.1).
The secretory cell has to synthesize two types of products: those destined
for internal use and those destined for secretion, that is, release to the
external environment. Next, the synthesized products must be packaged
for efficient transport to their destination and also to prevent them
from acting prematurely. These processes are presented under packag-
ing in Sec. 6.4.2. The packages must have specific labels because they
will be delivered by different systems to their respective destinations.
The processes involved in sorting and delivery are crucial aspects of
secretion and explained in Sec. 6.4.3. Finally, the products destined for
secretion can only be secreted when there is a need for them and there-
fore secretion is highly regulated as presented in Sec. 6.4.4. The fusion
of the secretory vesicle with the cell membrane and the release of their
content extracellularly is called exocytosis, and presented in Sec. 6.4.5. 

6.4.1 Manufacturing

Peptides or proteins formed on free ribosomes are usually destined for
intracellular processes. Proteins destined for secretion are manufac-
tured in ribosomes bound to the endoplasmic reticulum. The latter is
called rough endoplasmic reticulum (RER) because of its high content
of ribosomes and its appearance in electron micrographs. RER can be
seen in Chap. 2 in the schematic of Fig. 2.1 and in the electron micro-
graph of Fig. 2.5. The process of synthesizing peptides and proteins
from RNA is called translation and is described in Sec. 7.5. 

6.4.2 Packaging

As proteins leave the RER, they are shuttled to the Golgi apparatus by
way of the endoplasmic reticulum Golgi intermediate compartment



(ERGIC), also called vesicular tubular cluster (VTC) (Fig. 6.13). During
this process, the secretory proteins are wrapped in transport vesicles
which bud from the RER exit sites. These transport vesicles, known as
COPII-coated vesicles, will move by way of interconnected tubules in the
ERGIC or along microtubules to the cis-face of the Golgi apparatus. 

The Golgi complex is organized into the cis-Golgi network (entry site)
and the trans-Golgi network (exit site), which is shown in Fig. 2.6 as an
electron micrograph and in schematic form. The cis and trans sites are both
sorting stations: the cis site separating proteins destined for return to the
RER from those continuing into the Golgi complex, and the trans site
triaging proteins destined for the cell membrane from those with intra-
cellular destinations. Within the Golgi complex, proteins are further mod-
ified by glycosylation, that is, attachment of carbohydrate entities, as they
are shuttled toward the trans-Golgi network, the exit point of the Golgi
complex. In case vital proteins are needed again in the RER, the Golgi com-
plex has a mechanism for trapping them and sending them back to the
RER via retrograde transport in so-called COPI vesicles (Fig. 6.13). 

At the Golgi exit site, the secretory proteins will be packaged, initially
into pieces of membrane from the trans-Golgi network, which loosely
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Figure 6.13 Endoplasmic reticulum Golgi intermediate compartment (ERGIC).
The ERGIC, also called vesicular tubular cluster (VTC), shuttles synthesized
proteins from the endoplasmic reticulum (ER) to the Golgi apparatus for pro-
cessing and packaging. (Reproduced, with permission from the Annual Review
of Cell and Developmental Biology 20, 2004, by Annual Reviews http://www.
annualreviews.org.)

http://www.annualreviews.org
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wrap themselves around the aggregates of synthesized secretory pro-
teins. The resulting structures are called immature secretory vesicles. The
signals directing the proteins into aggregates and the signals packaging
the aggregates into secretory vesicles remain unknown. However, they
may be common to all secretory cells because cells that normally do not
synthesize a particular protein will still package that protein appropri-
ately if forced to express the gene for that protein by artificial methods.

A number of processes take  place further in the interior of the secre-
tory vesicles as they mature. The vesicles concentrate their content by
continuous removal of portions of their membrane, which are then recy-
cled back to late endosomes or to the Golgi apparatus. A progressive acid-
ification of the interior of the secretory vesicles also occurs due to an
increase in ATP-dependent H� pumps in the vesicle membrane. Finally,
the protein content of the secretory vesicles may be processed from an
inactive precursor form to an active form by cleavage. For example, the
secretory vesicle may contain a single precursor polyprotein, which will
be cleaved off into multiple end-products. All these steps result in a
more efficient packaging system for delivery.

6.4.3 Sorting and delivery

Secretory vesicles once formed must move toward their target membrane
for eventual fusion and release of their content. It remains unclear as
to how cells label the secretory vesicles for specific destinations. The
delivery is performed by a system of microtubules, which shuttle the
vesicles, and once they arrive, the vesicles become tethered to their
target membrane, mainly by a group of GTP-binding proteins named
Rabs. The specificity of the secretory vesicles for their target membrane
is determined by the type of Rabs. It is believed that this tethering
process is the earliest step in the fusion of the secretory vesicle with its
target membrane.

The process by which the secretory vesicle interacts with the target
membrane is known as docking, and it is performed by the interaction of
two different categories of proteins known as SNAREs. The latter are
formed by the strong binding of three synaptic proteins shown in Fig. 6.14:
the vesicle-associated membrane protein (VAMP) or synaptobrevin, syn-
taxin, and the synaptosomal-associated protein of 25 kDa (SNAP-25).
The binding of these three synaptic proteins form the SNAP receptor
complex also known as SNARE. SNAREs confer further specificity to the
secretory vesicle for the fusion process to its target membrane. Secretory
vesicles contain v-SNAREs, incorporated into their membrane during
their budding from the trans-Golgi network. Target membranes con-
tain t-SNAREs, interacting to form complexes with the approaching
v-SNAREs, pulling the lipid bilayers of the secretory vesicle and target
membrane into contact for fusion.



6.4.4 Regulation of secretion

Since secretion occurs only on demand, upon reception of specific sig-
nals, interaction of the SNAREs is by itself not sufficient for membrane
fusion. For example, in nerve cells, the v- and t-SNARE complexes
remain in an inactive conformation due to the binding of complexin, and
the secretory vesicle remains docked with its target membrane, await-
ing the activating signal for fusion. This triggering signal in most cells
will be an increase in calcium ion concentration.

Once fusion occurs, the SNAREs will be removed by the binding of a pro-
tein named N-ethylmaleimide sensitive factor (NSF) or N-ethylmaleimide
sensitive fusion protein. NSF first binds a cofactor called a-soluble NSF
attachment protein (a-SNAP), and this complex then binds to the SNARE.
The latter will be reduced to its component proteins in an energy-
dependent process by hydrolysis of adenosine triphosphate (ATP) and
returned to its dissociated state. 

6.4.5 Exocytosis

Exocytosis is a common process of many cells, but has been studied best
at synapses, the contact points between nerve cells or between nerve
cells and their target tissues. As an electric impulse arrives at the nerve
terminal, an influx of calcium ions is triggered and the SNARE complex
pulls the lipid bilayers of the secretory vesicle and its target membrane
together (Fig. 6.14). In nerve cells, this fusion is regulated by synapto-
tagmin, a calcium-binding protein. It has been shown by in vitro exper-
iments that the pulling action of SNAREs is enough to trigger fusion of
the membranes. During this process, the cytosolic face of the secretory
vesicle (that portion of the membrane of the secretory vesicle which
is turned toward the outside of the vesicle) becomes part of the cytoso-
lic surface of the cell membrane. The luminal surface of the vesicle
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Figure 6.14 Docking mechanism of the synaptic vesicle to the
presynaptic membrane. The docking mechanism involves
binding of synaptobrevin, syntaxin, and SNAP-25, which
form the SNARE complex.



(that is the portion of the membrane of the secretory vesicle turned
toward the inside of the vesicle) becomes part of the outer surface of the
cell membrane. The end result is the formation of a “fusion pore” illus-
trated in Fig. 6.10. The fusion pore rapidly dilates to release the content
of the secretory vesicle.

Interactions between READ and WRITE 
of the Signaling Machinery

6.5 Synaptic Interactions during
Development

Much is known about the molecular interactions between pre- and post-
synaptic structures, the READ and WRITE mechanisms in our model
of signaling machinery. A large part of this knowledge is acquired from
studies that investigate the synaptic interactions during development,
specifically of the neuromuscular junction, the interface between a vol-
untary nerve fiber and a muscle cell (Kummer et al., 2006). The volun-
tary nerve fibers are derived from motoneurons in the spinal cord and
their terminals will interact with cholinergic receptors of the nicotinic
types (see Sec. 6.3) on the muscle membrane. 

During development, a pre-pattern of dense clusters of nicotinic
cholinergic receptors forms on the muscle cell membrane. These clus-
ters are expressed well in advance of the arrival of the motoneuron
axon to the muscle cell. It was originally assumed that the presence of
the motoneuron axon is necessary for expression of receptor clusters on
the muscle cell membrane. But recent results have shown that the
muscle cell can express this pre-pattern of nicotinic cholinergic recep-
tors on its own. In fact, tissue culture studies have shown that muscle
cells can form complex clusters of cholinergic receptors, which resem-
ble neuromuscular junctions. These complex clusters, named “aneural
pretzels” are shaped under the influence of a muscle-derived protein
named LL5b. Thus, the shape of the mature neuromuscular junction is
the result of interactions between muscle-derived and nerve-derived
factors.

As the axon terminals from the motoneuron contact the muscle cell
membrane, some of the pre-pattern clusters disappear whereas others
are incorporated into the neuromuscular junction. The pre-pattern
receptor clusters appear to play an important role in attracting and
stabilizing the incoming axon terminals. Once neuronal contact has
been established, the presence of the axon terminals is required for con-
tinued existence of the neuromuscular junction: if the axon terminals
do not make contact, the nicotinic cholinergic receptor clusters eventu-
ally disappear.
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Interestingly, the presence of the neurotransmitter acetylcholine
(ACh) promotes the loss of the pre-pattern clusters of nicotinic cholin-
ergic receptors and the incoming axon terminals secrete agrin, to coun-
teract this effect. Agrin, a large heparan sulfate proteoglycan, stabilizes
the pre-pattern receptor clusters contacted by axon terminals, empha-
sizing the importance of the presynaptic influence on the receptor dis-
tribution pattern in the postsynaptic element. 

Additionally, the presynaptic nerve fiber also influences elements
other than the postsynaptic structure: presynaptic axon terminals
secrete neuregulin, which influences surrounding nonneuronal cells
called Schwann cells. These play an important supportive role in main-
taining the neuromuscular junction.

Finally, the type of neurotransmitter synthesized by the presynaptic
element strongly influences the type of receptors manufactured by the
postsynaptic structure. Recent results (Spitzer et al., 2004) have shown
that the level of calcium activity inside a nerve cell during development
can influence the type of neurotransmitters produced: an increase in cal-
cium activity results in a shift to the production of the inhibitory trans-
mitter g-aminobutyric acid (GABA), whereas a decrease leads to
synthesis of the excitatory transmitter glutamate. Surprisingly, when
glutamatergic axon terminals contact muscle cells, which normally
express cholinergic receptors, the muscle cells respond by manufacturing
glutamate receptors, demonstrating not only the influence of the presy-
naptic element on the postsynaptic structure, but also the versatility of
the postsynaptic element in adapting to new or different stimuli.

In summary, the study of molecular interactions between pre- and
postsynaptic elements during development allows for a glimpse of the
complex interplay necessary in sculpting and maintaining the commu-
nication between cells. It also points to potential approaches in manip-
ulating or designing agents, which can shape or repair synaptic
formation, an invaluable therapeutic step in developmental or degen-
erative disorders.
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“I just successfully labeled Van Gogh.” Hearing this sentence from a biol-
ogist does not necessarily mean that he, or she, is proud of having placed
a sticky tag on a painting by a famous artist. Instead, it might mean that
the fluorescent labeling of a fruit fly gene has occurred. The recent
advances in genetic research have produced the need for the naming of
quite a few genes. Although nomenclature committees have been estab-
lished to define and oversee guidelines for the process of giving names to
genes, a lot of them end up with peculiar, often highly entertaining and
creative names. The Van Gogh gene received its name since mutations to
Van Gogh result in the hairs of a fruit fly wing forming swirling patterns,
which resemble the swirls in the Van Gogh painting Starry Night. After
this short introduction, let’s delve into the wonderful world of genes.

7.1 DNA Structure

7.1.1 Composition of DNA in cells

Deoxyribonucleic acid (DNA) is composed of polymers of the four
deoxynucleotides whose structures are described in Sec. 1.5. To recall,
nucleotides are the compounds that exist of a heterocyclic base, a sugar,
and a phosphate group. Utilizing x-ray diffraction data obtained from
crystals of DNA, James Watson and Francis Crick proposed a model for
the structure of DNA. This model (subsequently verified by additional
data) predicted that DNA would exist as a helix of two complementary
antiparallel strands, wound around each other in a rightward direction
and stabilized by H-bonding between bases in adjacent strands. In the
Watson-Crick model (see Fig. 7.1), the bases are in the interior of the
helix aligned at a nearly 90� angle relative to the axis of the helix.
Purine bases form hydrogen bonds with pyrimidines in the crucial
phenomenon of base-pairing. Experimental determination has shown
that, in any given molecule of DNA, the concentration of adenine (A) is
equal to thymine (T) and the concentration of cytosine (C) is equal to gua-
nine (G). This means that A will only base-pair with T, and C with G.
According to this pattern, known as Watson-Crick base-pairing, the
base pairs (bp) composed of G and C contain three hydrogen (H) bonds,
whereas those of A and T contain two H-bonds (see Fig. 7.1). This makes
G-C base pairs more stable than A-T base pairs.

The antiparallel nature of the helix stems from the linear orientation
of the individual strands. The backbones of the DNA strands are
formed between alternating sugars (2-deoxyribose) and phosphates.
The phosphates form phosphodiester bonds between the third and
fifth carbon atoms (counting clockwise from the oxygen molecule) of
adjacent sugar rings. The asymmetric ends of DNA strands are
referred to as 5� (five prime) and 3� (three prime) ends. While one
strand is oriented from left to right beginning with the 5�-end toward
the 3�-end, the complementary strand will be oriented in the 3� to 5�
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direction (see Figs. 7.1 and 7.2). Both strands typically are right-handed
helices (similar to the threads on a standard screw) that wind around
each other leaving gaps between them for the base pairs. 

On its exterior surface, the double helix of DNA contains two deep
grooves between the ribose-phosphate chains. These two grooves are of
unequal size and termed the major and minor grooves (see Fig. 7.2). The
difference in their size is due to the asymmetry of the deoxyribose rings
and the structurally distinct nature of the upper surface of a base pair
relative to the bottom surface. 

The double helix of DNA has been shown to exist in several different
forms depending upon sequence content and ionic conditions of crystal
preparation (see Table 7.1). Panel A of Fig. 7.2 shows a model of the
B-form of DNA, which prevails under physiological conditions of low
ionic strength and a high degree of hydration. Conversely, the A-form
helix forms under conditions of reduced hydration. Regions of the helix
that are rich in stretches of the dinucleotide repeat (CG)n (where n
defines the number of repeats) can exist in a novel left-handed helical
conformation termed Z-DNA. CG dinucleotides are more correctly
referred to as CpG dinucleotides where the lower case p indicates the
phosphodiester bond between the C and G nucleotides (see Fig. 7.2). The

Figure 7.1 DNA base pairs. Orientation of the base pairs formed
through hydrogen bonding between adenine (A) and thymine (T)
residues and guanine (G) and cytosine (C) residues in a duplex of
DNA. (Reproduced with permission from Garland Science, Taylor
and Francis Group. Molecular Biology of the Cell by Alberts, B. et al.,
4th ed., 2002.)
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TABLE 7.1 Physical Characteristics of the Three Major DNA Helices

Parameters A Form B Form Z Form

Direction of Right Right Left
helical rotation 

Residues per 11 10 12 base pairs
turn of helix

Rotation of helix 33 36 �30
per residue 
(in degrees)

Base tilt relative 20 6 7
to helix axis 
(in degrees)

Major groove Narrow and deep Wide and deep Flat

Minor groove Wide and shallow Narrow and deep Narrow and deep

Orientation of Anti Anti Anti for Py, syn for Pu
N-glycosidic bond

Comments Most prevalent Occurs in stretches of
within cells alternating purine-

pyrimidine base pairs

Figure 7.2 DNA structure. (a) Space-filling model of a double-stranded DNA showing the
DNA backbone and the major and minor grooves. (b) Depiction of the hydrogen bonding
between adjacent Watson-Crick base pairs indicating the near 90� plane of the nucleobases
relative to the axis of the DNA helix. (b reproduced with permission from Garland Science,
Taylor and Francis Group. Molecular Biology of the Cell by Alberts, B. et al., 4th ed., 2002.)



Z-DNA conformation results from a 180� change in the orientation of
the bases relative to that of the more common A- and B-DNA.

7.1.2 Thermal properties of the DNA helix

As cells divide, it is necessary that the DNA be copied in such a way that
each daughter cell acquires the same amount of genetic material. This
process is called replication and is presented in Sec. 7.3.1. In order for this
process to proceed, the two strands of the helix must first be separated
in a process termed denaturation. Denaturation inside the nucleus
occurs as a consequence of the action of adenosine triphosphate (ATP)-
dependent helicases that unwind the DNA duplex. The process of denat-
uration can also be carried out in vitro. If a solution of DNA is subjected
to high temperature, the H-bonds between bases become unstable and the
strands of the helix separate in a process of thermal denaturation. 

The base composition of DNA varies widely from molecule to molecule
and even within different regions of the same molecule. Regions of the
duplex that have predominantly A-T base pairs will be less thermally
stable than those rich in G-C base pairs. For this reason, regions of the
chromosomes where replication begins are enriched in A-T base pairs
since these are unwound more easily than G-C base pairs (see Sec. 7.3).

In the in vitro process of thermal denaturation, a point is reached at
which 50% of the DNA molecule exists as single strands. This point is
the melting temperature (Tm), and is characteristic of the base com-
position of that DNA molecule. The Tm depends upon several factors in
addition to the base composition. These include the chemical nature of
the solvent and the identities and concentrations of ions in the solution. 

When thermally melted DNA is cooled, the complementary strands
will again re-form the correct base pairs in a process termed anneal-
ing. Hybridization and renaturation are equivalent terms to anneal-
ing in this context. The time rate of annealing is dependent upon the
nucleotide sequence of the two strands of DNA.

7.2 Chromatin Structure

The size of eukaryotic genomes is vastly larger than those of prokaryotes.
The genome of an organism is defined as the total complement of DNA.
For example, the genome in human diploid cells (i.e., cells other than the
egg or sperm which are haploid) contains DNAmaking up 46 chromosomes.
Agoldfish has 94 chromosomes and a mosquito has 6 chromosomes. Achro-
mosome is a long strand of DNA that is densely packaged with proteins
and other molecules. If a human chromosome would be stretched into one
long thread, it would be about 3 m long. Each chromosome has a cen-
tromere, which divides it into a short arm and a long arm. Chromosomes
are an efficient way to store genes; in the case of humans about 25,000
genes (see Sec. 10.2.1). Genes can be as short as 1000 base pairs or as long
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as several hundred thousand base pairs. Although the different size of the
genomes between eukaryotes and prokaryotes is partly due to the com-
plexity of eukaryotes compared to prokaryotes (see Sec. 10.1.1), the size
of a particular eukaryotic genome is not directly correlated to the organ-
ism’s complexity. This is the result of the presence of a large amount of non-
coding DNA. Coding DNArefers to the genes and noncoding to all the rest
of the DNAin the genome. The functions of noncoding DNAare only partly
understood. Some noncoding DNA sequences are involved in the control
of gene expression while others may simply be present in the genome to
act as an evolutionary buffer able to withstand nucleotide mutation with-
out disrupting the integrity of the organism. 

One abundant class of DNA is termed repetitive DNA. There are two
different subclasses of repetitive DNA: highly repetitive and moder-
ately repetitive. Highly repetitive DNA consists of short sequences 6 to
10 bp long, reiterated from 100,000 to 1,000,000 times. Nonrepetitive
DNA defines the genes (the coding sequences) of the genome since most
genes occur, but once, in the genome of an organism. However, it should
be pointed out that several genes exist as tandem clusters of multiple
copies of the same gene ranging from 50 to 10,000 copies such as the
case for the rRNA genes and the genes for histone (for DNA-associated
proteins, see Sec. 7.2.1; for RNA types, see Sec. 7.4.1).

In addition to differences in genome size, another characteristic fea-
ture that distinguishes eukaryotic from prokaryotic genomes is that
eukaryotic genes are composed of regions called exons and introns.
Exons are the coding regions of genes that remain in the RNA follow-
ing posttranscriptional processing (see Sec. 7.4). Introns are stretches
of DNA sequences that separate the coding exons of a gene. The exis-
tence of introns in prokaryotes is extremely rare. Essentially all human
genes contain introns. Notable exceptions are the histone genes which
do not contain introns. In many genes, the presence of introns separates
exons into coding regions exhibiting distinct functional domains.

7.2.1 Histones and formation 
of nucleosomes

Chromatin is a term designating the structure in which DNA exists
within cells. The structure of chromatin is determined and stabilized
through the interaction of the DNAwith DNA-binding proteins. There are
two classes of DNA-binding proteins: histones and nonhistone proteins.
Histones are the major class of DNA-binding proteins involved in main-
taining the compacted structure of chromatin. There are five different
histone proteins identified as H1, H2A, H2B, H3, and H4. The nonhis-
tone proteins include the various transcription factors, polymerases,
hormone receptors, and other nuclear enzymes. In any given cell there



are greater than 1000 different types of nonhistone proteins bound to
the DNA. 

The binding of DNA by the histones generates a structure called the
nucleosome (see Fig. 7.3). The nucleosome core contains an octamer pro-
tein structure consisting of two subunits each of H2A, H2B, H3, and H4
(see Fig. 7.3a). Histone H1 occupies the internucleosomal DNA and is
identified as the linker histone. The nucleosome core contains approxi-
mately 150 bp of DNA. The linker DNAbetween each nucleosome can vary
from 20 to more than 200 bp. These nucleosomal core structures would
appear as beads on a string if the DNA were pulled into a linear structure
and viewed under an electron microscope (see Figs. 7.3b and 7.4).

The nucleosome cores interact through the tails of the histone proteins
to compact the DNA, ultimately compacting it into the characteristic
X-like structure of chromosomes seen in a typical mitotic chromosome
preparation (see Fig. 7.4). The protein-DNA structure of chromatin is
stabilized by attachment to a nonhistone protein scaffold called the
nuclear matrix.
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Figure 7.3 Model of a nucleosome. (a) Orientation of a
strand of DNA wound around the octamer core of histones
(H2A, H2B, H3, and H4) in a nucleosome. (b) Indication of
how the tails of the histone proteins interact to stabilize
higher order interactions forming the “beads on a string”
structure that can be seen using electron microscopy.
(Reproduced with permission from Garland Science, Taylor
and Francis Group. Molecular Biology of the Cell by Alberts,
B. et al., 4th ed., 2002.)
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7.3 DNA Synthesis and Repair

7.3.1 Mechanics and regulation

Replication of DNA is the normal process of doubling the DNA content
of cells prior to normal cell division. Because the genetic complement of
the resultant daughter cells must be the same as the parental cell, DNA
replication must possess a very high degree of fidelity. The entire process
of DNA replication is complex and involves multiple enzymatic activities. 

The mechanics of DNA replication was originally characterized in the
bacterium Escherichia coli (E. coli), which contains three distinct
enzymes capable of catalyzing the replication of DNA. These have been
identified as DNA polymerase (pol) I, II, and III. Pol I is the most
abundant replicating enzyme in E. coli but has as its primary role to
ensure the fidelity of replication through the repair of damaged and
mismatched DNA. Replication of the E. coli genome is the job of pol III.

Figure 7.4 Condensation of DNA into a mitotic chromosome.
Interaction of a duplex of DNA with histones forms the
nucleosomes which further interact with each other in a
progressive condensation yielding the typical structure of
mitotic chromosomes. (Reproduced with permission from
Garland Science, Taylor and Francis Group. Molecular
Biology of the Cell by Alberts, B. et al., 4th ed., 2002.)



This enzyme is much less abundant than pol I; however, its activity is
nearly 100 times that of pol I. 

There have been five distinct eukaryotic DNA polymerases identi-
fied: a, b, g, d, and e. The identity of the individual polymerase relates
to its subcellular location as well as its primary replicative activity. The
polymerase of eukaryotic cells that is the equivalent of E. coli pol III is
pol-a. The pol I equivalent in eukaryotes is pol-b. Polymerase-g is
responsible for replication of mitochondrial DNA.

The ability of DNA polymerase to replicate DNA requires a number
of additional accessory proteins. These accessory proteins include (not
ordered with respect to importance): 

1. Primases

2. Processivity accessory proteins 

3. Single-strand binding proteins 

4. Helicases

5. DNA ligases

6. Topoisomerases

The process of DNA replication begins at specific sites in the chro-
mosomes termed origins of replication. The duplex at an origin of repli-
cation is unwound to generate single-stranded regions providing access
for DNA polymerase. DNA polymerase requires a nucleic acid strand
bearing a free 3�-OH, called a primer, for DNA synthesis to begin.
Replication of DNA proceeds specifically in the 5� to 3� direction on both
strands of DNA concurrently and results in the copying of the template
strands in a semiconservative manner. The semiconservative nature
of DNA replication means that the newly synthesized daughter strands
remain associated with their respective parental template strands.

Synthesis of DNA proceeds in the 5� to 3� direction through the attach-
ment of the 5�-phosphate of an incoming deoxynucleoside triphos-
phate (dNTP) to the existing 3�-OH in the elongating DNA strands with
the concomitant release of pyrophosphate (see Fig. 7.5).

Initiation of synthesis, at origins of replication, occurs simultaneously
on both strands of DNA. Synthesis then proceeds bidirectionally, with one
strand in each direction being copied continuously and one strand in
each direction being copied discontinuously. During the process in which
DNA polymerases incorporate dNTPs into DNA in the 5� to 3� direction,
the polymerases are moving in the 3� to 5� direction with respect to the
template strand (see Fig. 7.5). In order for DNA synthesis to occur simul-
taneously on both template strands as well as bidirectionally, one strand
appears to be synthesized in the 3� to 5� direction. In actuality, one strand
of newly synthesized DNA is produced discontinuously. 
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The large size of eukaryotic chromosomes and the limits of nucleotide
incorporation during DNA synthesis make it necessary for multiple ori-
gins of replication to exist in order to complete replication in a reasonable
period of time. At a replication origin, the strands of DNA must dissociate
and unwind in order to allow access to DNApolymerase. Unwinding of the
duplex at the origin as well as along the strands as the replication process
proceeds is carried out by helicases. The resultant regions of single-
stranded DNA are stabilized by the binding of single-strand binding pro-
teins. The stabilized single-stranded regions are then accessible to the
enzymatic activities required for replication to proceed. The site of the
unwound template strands is called the replication fork (see Fig. 7.6).

In order for DNA polymerases to synthesize DNA, they must encounter
a free 3�-OH which is the substrate for attachment of the 5�-phosphate

Figure 7.5 Incorporation of deoxynucleoside triphosphates
(dNTPs) during DNA replication. Each newly incorporated
nucleotide in DNA is attached to the 3�-OH of the preceding
nucleotide in the elongating DNA strand. Upon incorpora-
tion, the terminal two phosphates of the dNTP are released.
(Reproduced with permission from Garland Science, Taylor
and Francis Group. Molecular Biology of the Cell by Alberts,
B. et al., 4th ed., 2002.)



of the incoming nucleotide. During repair of damaged DNA, the 3�-OH
can arise from the hydrolysis of the backbone of one of the two strands.
During replication, the 3�-OH is supplied through the use of an RNA
primer synthesized by the primase activity. The primase utilizes the
DNA strands as templates and synthesizes a short stretch of RNA gen-
erating a primer for DNA polymerase. 

The strand of DNAsynthesized continuously is termed the leading strand
and the discontinuous strand is termed the lagging strand (see Fig. 7.6).
The lagging strand of DNA is composed of short stretches of RNA
primer plus newly synthesized DNA approximately 100 to 200 bases
long (the approximate distance between adjacent nucleosomes). The lag-
ging strands of DNAare also called Okazaki fragments (see Fig. 7.6). The
concept of continuous strand synthesis is somewhat of a misnomer since
DNA polymerases do not remain associated with a template strand indef-
initely. The ability of a particular polymerase to remain associated with
the template strand is termed processivity. The longer the DNA poly-
merase associates, the higher the processivity of the enzyme. DNA poly-
merase processivity is enhanced by additional protein activities of the
replisome identified as processivity accessory proteins.

How is it that DNA polymerase can copy both strands of DNA in the 5�
to 3� direction simultaneously? A model has been proposed where DNA
polymerases exist as dimers (two molecules) associated with the other
necessary proteins at the replication fork and identified as the replisome
(see Fig. 7.7). The template for the lagging strand is temporarily looped
through the replisome such that the DNA polymerases are moving along
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Figure 7.6 Model of a replication fork. The model shows the direc-
tion of newly synthesized DNA with associated major activities of
replication. For details, see Sec. 7.3.1. (Reproduced with permis-
sion from Garland Science, Taylor and Francis Group. Molecular
Biology of the Cell by Alberts, B. et al., 4th ed., 2002.)
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both strands in the 3� to 5� direction simultaneously for short distances, the
distance of an Okazaki fragment. As the replication forks progress along
the template strands, the newly synthesized daughter strands and parental
template strands reform a DNAdouble helix. This means that only a small
stretch of the template duplex is single-stranded at any given time.

The progression of the replication fork requires that the DNA ahead
of the fork be continuously unwound. Due to the fact that eukaryotic chro-
mosomal DNA is attached to a protein scaffold, the progressive movement
of the replication fork introduces severe torsional stress into the duplex
ahead of the fork. This torsional stress is relieved by DNA topoiso-
merases. Topoisomerases relieve torsional stresses in duplexes of DNA
by introducing either double- (topoisomerases II) or single-stranded
(topoisomerases I) breaks into the backbone of the DNA. These breaks
allow unwinding of the duplex and removal of the replication-induced tor-
sional strain. The breaks are then resealed by the topoisomerases. 

The RNA primers of the leading strands and Okazaki fragments are
removed by the repair DNA polymerases simultaneously replacing the
ribonucleotides with deoxyribonucleotides. The gaps (called a “nick”) that
exist between the 3�-OH of one leading strand and the 5�-phosphate of
another as well as between one Okazaki fragment and another are repaired
by DNA ligases, thereby completing the process of replication (see Fig. 7.8).

Figure 7.7 Model for the looping of the lagging strand through the
replisome. This allows for simultaneous replication of DNA on
both the leading and lagging strands. For details, see Sec. 7.3.1.
(Reproduced with permission from Garland Science, Taylor and
Francis Group. Molecular Biology of the Cell by Alberts, B. et al.,
4th ed., 2002.)
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Figure 7.8 Activity of DNA ligase during DNA replication at a nick in the DNA
backbone. DNA ligase uses the energy of ATP hydrolysis to generate the phos-
phodiester bond at nicks in the DNA strand. The 5� end of the nick is activated
first by attachment of AMP with release of pyrophosphate (PPi). In the second
step, the phosphodiester bond is formed and AMP is released. (Reproduced with
permission from Garland Science, Taylor and Francis Group. Molecular Biology
of the Cell by Alberts, B. et al., 4th ed., 2002.)

APPLICATION BOX 7.1 
The Polymerase Chain Reaction

The polymerase chain reaction (PCR) is an in vitro technique involv-
ing multiple rounds of DNA synthesis with an enzyme that is resistant to
heat denaturation. Heat-resistant DNA polymerases are isolated from ther-
mophilic bacteria that are found growing in deep ocean thermal vents or
geyser pools. The first thermostable DNA polymerase used was isolated
from the bacterium Thermus aquaticus and is therefore called Taq poly-
merase. The PCR is used for the amplification of millions of copies of a
specifically selected region of DNA. During the PCR, the products of the pre-
vious round of DNA synthesis serve as templates for each subsequent
round, thus the term polymerase chain reaction. The consequences of the
PCR are purification of the selected region from the rest of the DNA in any
given sample. The power of the PCR is such that a specific sequence of DNA
from as little as a single cell can be rendered easily detectable. 

The PCR requires that one has knowledge of the DNA sequences of the
target DNA to be amplified. This information is then used to design and syn-
thesize single-stranded oligonucleotides (oligos) complementary to one of the
two DNA strands. The oligos are generally from 15 to 24 nucleotides long
and by virtue of their base-pairing to complementary DNA in the target, pro-
vide the 3�-OH required to prime DNA synthesis. Hence, the oligos used for
PCR are commonly called “primers.” In order to amplify a given region of
DNA, there needs to be two primers in the reaction. One primer is designed
to base-pair to the 5�-side of the target sequence and is therefore referred
to as the 5� or upstream primer. The other primer is called the 3� or down-
stream primer. Except in specialized PCR assays, the primers are generally
designed so that they span a region of between 150 and 350 bp.

A typical PCR contains the template DNA, deoxynucleotide triphosphates
(dNTPs), priming oligos, and DNA polymerase. The general steps in a
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typical PCR involve heating the reaction to 94�C to 95�C in order to ther-
mally denature (melt) the template DNA, lowering the temperature to that
which is optimal for primer base-pairing (annealing) to template strands
and then heating the reaction to 72�C which is optimal for synthesis by most
thermostable DNA polymerases. The annealing temperature is dependent
upon the length and nucleotide composition of the priming oligos. As
depicted in the figure, following 20 cycles of the PCR, a single copy of a
target DNA sequence is amplified to over 2 million copies.

Schematic of the process of the polymerase chain reaction (PCR).

The main enzymatic activity of DNA polymerases is the 5� to 3� syn-
thetic activity. However, DNA polymerases possess two additional activ-
ities of importance for both replication and repair. These additional
activities include a 5� to 3� exonuclease function and a 3� to 5� exonu-
clease function. The 5� to 3� exonuclease activity allows the removal of
ribonucleotides of the RNA primer, utilized to initiate DNA synthesis,
along with their simultaneous replacement with deoxyribonucleotides
by the 5� to 3� polymerase activity. The 5� to 3� exonuclease activity is
also utilized during the repair of damaged DNA. The 3� to 5� exonucle-
ase function is utilized during replication to allow DNA polymerase to
remove mismatched bases. It is possible (but rare) for DNA polymerases
to incorporate an incorrect base during replication. These mismatched
bases are recognized by the polymerase immediately due to the lack of
Watson-Crick base-pairing. The mismatched base is then removed by the
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Figure 7.9 Postreplicative methylation of DNA. Following replication, the main-
tenance methylase enzyme system recognizes the pattern of methylation in the
parental strand and incorporates a methyl group into appropriate cytosine
residues in the daughter strand. (Reproduced with permission from Garland
Science, Taylor and Francis Group. Molecular Biology of the Cell by Alberts, B.
et al., 4th ed., 2002.)

3� to 5� exonuclease activity and the correct base inserted prior to pro-
gression of replication.

7.3.2 Postreplicative modifications

One of the major postreplicative reactions that modify the DNA is
methylation (see Fig. 7.9). The sites of natural (i.e., not chemically
induced) methylation of eukaryotic DNA is always on cytosine residues
that are present in CpG dinucleotides. (Recall from Sec. 7.1.1 that p indi-
cates the phosphodiester bond between C and G.) However, it should be
noted that not all CpG dinucleotides are methylated at the C residue.
The cytosine is methylated at the 5 position of the pyrimidine ring gen-
erating 5-methylcytidine (see Fig. 7.9).

The pattern of methylation is copied postreplicatively by the main-
tenance methylase system. This activity recognizes the pattern of methy-
lated C residues in the maternal DNA strand following replication and
methylates the C residue present in the corresponding CpG dinucleotide
of the daughter strand.

Methylation of DNA has been shown to be an important regulator of
transcriptional activity. A decrease in the methylation state of genes can
lead to their transcriptional activation. Conversely, it has been shown
that hypermethylation of genes leads to transcriptional silencing. The
phenomenon of genomic imprinting refers to the fact that the expres-
sion of some genes depends on whether or not they are inherited mater-
nally or paternally. Imprinted genes are marked as such by their state
of methylation.
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CLINICAL BOX 7.1
Chemotherapy Targeting Replication

The class of compounds that have been used the longest in chemotherapy
as anticancer drugs are the alkylating agents. The major alkylating agents
are derived from nitrogenous mustards that were originally developed for
use by the military. Commonly used alkylating agents include cyclophos-
phamide (Cytoxan, Neosar), ifosphamide, decarbazine, chlorambucil
(Leukeran), and procarbazine (Matulane, Natulan). 

Alkylating agents function by reacting with and disrupting the structure
of DNA. Some agents react with alkyl groups in DNA resulting in frag-
mentation of the DNA as a consequence of the action of DNA repair
enzymes. Some agents catalyze the cross-linking of bases in the DNA which
prevents the separation of the two strands during DNA replication. Some
agents induce mispairing of nucleotides resulting in permanent mutations
in the DNA. Alkylating agents act upon DNA at all stages of the cell cycle;
thus, they are potent anticancer drugs. However, because of their potency,
prolonged use of alkylating agents can lead to secondary cancers, particu-
larly leukemias.

Several classes of anticancer drugs function through interference with the
actions of the topoisomerases. Two of these classes are the anthracyclines
and the camptothecins. The anthracyclins were originally isolated from
the fungus, Streptomyces. Doxorubicin (Adriamycin, Doxil, Rubex) and
daunorubicin (Cerubidine, DaunoXome, Daunomycin, Rubidomycin) have
similar modes of action, although doxorubicin is the more potent of the
two and is used in the treatment of breast cancers, lymphomas, and sar-
comas. The anthracyclins inhibit the actions of topoisomerase II whose
function is to introduce double-strand breaks in DNA during the process of
replication as a means to relieve torsional stresses. Anthracyclines also func-
tion by inducing the formation of oxygen free radicals that cause DNA
strand breaks resulting in inhibition of replication. 

Another plant-derived anticancer compound that functions through inhi-
bition of topoisomerase II is etoposide (VP-16, Vepesid, Etophos, Eposin).
Etoposide is isolated from the mandrake plant and is in a class of com-
pounds referred to as epipodophyllotoxins.

The camptothecins were originally found in the bark of the Camptotheca
accuminata tree and include irinotecan (Campto, Camptosar) and topote-
can (Hycamtin). Camptothecins inhibit the action of topoisomerase I, an
enzyme that induces single-strand breaks in DNA during replication. 

Anticancer compounds that are extracted from the periwinkle plant,
Vinca rosea, are called the vinca alkaloids. These compounds bind to tubu-
lin monomers leading to the disruption of the microtubules of the mitotic
spindle fibers that are necessary for cell division during mitosis. There are
four major vinca alkaloids that are currently used as chemotherapeutics,
vincristine (Oncovin, Vincrex), vinblastine (Velbe, Velban, Velsar), vinorel-
bin (VIN, Navelbine), and vindesine (Eldisine). 



7.4 Transcription: DNA to RNA

7.4.1 Mechanics

Transcription is the mechanism by which a template strand of DNA
is utilized by specific RNA polymerases to generate one of the three dif-
ferent classifications of RNA. These three RNA classes are: 

1. Messenger RNAs (mRNAs): This class of RNAs is the genetic
coding templates used by the translational machinery to determine
the order of amino acids incorporated into an elongating polypeptide
in the process of translation. 

2. Transfer RNAs (tRNAs): This class of small RNAs form covalent
attachments to individual amino acids and recognize the encoded
sequences of the mRNAs to allow correct insertion of amino acids into
the elongating polypeptide chain. 

3. Ribosomal RNAs (rRNAs): This class of RNAs is assembled,
together with numerous ribosomal proteins, to form the ribosomes.
Ribosomes engage the mRNAs and form a catalytic domain into
which the tRNAs enter with their attached amino acids. The proteins
of the ribosomes catalyze all of the functions of polypeptide synthesis.

All RNA polymerases are dependent upon a DNA template in order
to synthesize RNA. The resultant RNA is, therefore, complimentary to
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The taxanes are another class of plant-derived compounds that act via
interference with microtubule function. These compounds are isolated from
the Pacific yew tree, Taxus brevifolia, and include paclitaxel (Taxol) and doc-
etaxel (Taxotere). The taxanes function by hyperstabilizing microtubules
which prevents cell division (cytokinesis). These compounds are used to
treat a wide range of cancers including head and neck, lung, ovarian, breast,
bladder, and prostate cancers. Taxol has proven highly effective in the
treatment of certain forms of breast cancer. 

In order for DNA replication to proceed, proliferating cells require a pool
of nucleotides. The class of anticancer drugs that has been developed to
interfere with aspects of nucleotide metabolism is known as the antimetabo-
lites. There are two major types of antimetabolites used in the treatment of
a broad range of cancers: compounds that inhibit thymidylate synthase and
compounds that inhibit dihydrofolate reductase (DHFR). Both of these
enzymes are involved in thymidine nucleotide biosynthesis. Drugs that
inhibit thymidylate synthase include 5-fluorouracil (5-FU, Adrucil, Efudex)
and 5-fluorodeoxyuridine. Those that inhibit DHFR are analogs of the vita-
min folic acid and include methotrexate (Trexall, Rheumatrex) and trimetho-
prim (Proloprim, Trimpex).
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the template strand of the DNA duplex and identical to the nontemplate
strand. The nontemplate strand is called the coding strand because its
sequences are identical to those of the mRNA. However, in RNA, uracil
(U) is substituted for thymine (T). 

In prokaryotic cells, all three RNA classes are synthesized by a single
polymerase. In eukaryotic cells there are three distinct classes of RNA
polymerase: RNA polymerase (pol) I, II, and III. Each polymerase is
responsible for the synthesis of a different class of RNA. The capacity
of the various polymerases to synthesize different RNAs was shown
with the toxin a-amanitin. At low concentrations of a-amanitin, syn-
thesis of mRNAs is affected whereas synthesis of rRNAs and tRNAs
remains unaffected. At high concentrations, both mRNAs and tRNAs are
affected. These observations have allowed the identification of which
polymerase synthesizes which class of RNAs. RNA pol I is responsible
for rRNA synthesis (excluding the 5S rRNA). There are four major
rRNAs in eukaryotic cells designated by their sedimentation coefficient
(S), which indicates the relative mass of the molecule. For instance,
28S rRNA is heavier than 5.8S rRNA in the eukaryotic ribosome. The
28S, 5S, and 5.8S RNAs are associated with the large ribosomal sub-
unit and the 18S rRNA is associated with the small ribosomal subunit.
RNA pol II synthesizes the mRNAs and some of the small nuclear RNAs
(snRNAs) involved in RNA splicing. RNA splicing refers to the modi-
fication of genetic information after transcription (see below). RNA pol
III synthesizes the tRNAs, the 5S rRNA, and some snRNAs. 

Synthesis of RNA exhibits several features that are synonymous with
DNAreplication. RNAsynthesis requires accurate and efficient initiation,
after which elongation proceeds in the 5� to 3� direction (i.e., the poly-
merase moves along the template strand of DNA in the 3� to 5� direction).
RNA synthesis also requires distinct and accurate termination.
Transcription exhibits several features that are distinct from replication:

1. Transcription begins, both in prokaryotes and eukaryotes, from many
more sites than replication. 

2. There are many more molecules of RNA polymerase per cell than
DNA polymerase. 

3. RNApolymerase proceeds at a rate much slower than DNApolymerase
(approximately 50 to 100 bases/s for RNA vs. nearly 1000 bases/s 
for DNA). 

4. Finally, the fidelity of RNA polymerization is much lower than DNA.
This is allowable since the aberrant RNA molecules can simply be
turned over and new correct molecules made.

Sequences are present within the DNA templates that act as signals
to stimulate the initiation of transcription. These sequence elements are



termed promoters. Promoter sequences are so called because they pro-
mote the ability of RNA polymerases to recognize the nucleotide at
which initiation begins (see Fig. 7.10).

Additional sequence elements are present within genes that act in cis
to enhance polymerase activity even further. Cis is Latin for “on the
same side as”; a cis-sequence is an RNA region which regulates genes
located on the same strand. These sequence elements are termed
enhancers. Transcriptional promoter and enhancer elements are
important sequences used in the control of gene expression.

Elongation involves the addition of the 5�-phosphate of ribonucleotides
to the 3�-OH of the elongating RNA with the concomitant release of
pyrophosphate (see Fig. 7.11). Nucleotide addition continues until spe-
cific termination signals are encountered. Following termination the
core polymerase dissociates from the template. The ribosome subunits
(core and sigma) can then reassociate forming the holoenzyme (enzyme
including all subunits) again ready to initiate another round of
transcription.

Eukaryotic RNAs (all three classes) undergo significant posttran-
scriptional processing. All three classes of RNA are transcribed from
genes that contain introns. The sequences encoded by the intronic DNA
must be removed from the primary transcript prior to the RNAs being
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Figure 7.10 Initiation of transcription. Shown are the functions of tran-
scription factors (TFIIA–TFIIH, and others) that bind at the promoter (TATA
box) and direct the RNA polymerase II to sites of active transcription.
(Reproduced with permission from Garland Science, Taylor and Francis
Group. Molecular Biology of the Cell by Alberts, B. et al., 4th ed., 2002.)



Figure 7.11 Model for the action of RNA polymerases during
transcription. The RNA polymerase holoenzyme attaches to
DNAat promoter sites as a consequence of the action of numer-
ous promoter-binding transcription factors. The duplex is
unwound and RNApolymerase reads the template strand and
incorporates the correct ribonucleoside triphosphate (rNTP)
into the elongating RNAstrand. (Reproduced with permission
from Garland Science, Taylor and Francis Group. Molecular
Biology of the Cell by Alberts, B. et al., 4th ed., 2002.)

APPLICATION BOX 7.2 
Genomics—Global Analysis of Gene Activities

Genomics is the term used to describe the comparative analysis of all the
genes that are transcriptionally active between any two types of cells or tis-
sues under any given set of conditions. For example, if one wanted to know
what genes may be important in the generation of a particular type of
cancer, for example, breast cancer, then one could carry out an analysis of
all the transcriptionally active genes in normal breast tissue and compare
that to those in cancerous breast tissue.

The ability to carry out these massive global transcription analyses was
the result of the development of the technology to create gene arrays. Gene
arrays are generally of two types: commercial “gene chips” and custom arrays
printed on glass slides. Commercial gene chips are created by a sequential
process of synthesizing short stretches of DNA corresponding to nearly all of
the known genes of an organism onto a solid support. Custom arrays are
made by spotting PCR (see figure) generated collections of DNA onto glass
slides. The DNA on the gene chip or glass slide is then mixed with mRNAs
isolated from the two comparative sources. The mRNAs are modified by the
addition of a fluorescent chemical, usually green for one mRNA set and red
for the other. The mRNAs hybridize to sequences of DNA that are comple-
mentary. After washing off the nonspecific interactions, the location of red
and green fluorophors are detected. Overlaying the results will yield red or
green spots where only one of the two mRNAs is hybridized. It will reveal
variable colors between orange and yellow, depending on which mRNA (red 
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Custom gene array screening. A collection of PCR-generated DNAs from yeast
are spotted onto a glass slide and hybridized with mRNAs from two sources. After
hybridization and washing, the glass slide is scanned and color levels (R red,
G green, Y/O yellow to orange) detected and values assigned by computer analy-
sis of the data. (Modified with permission from Garland Science, Taylor and
Francis Group. Molecular Biology of the Cell by Alberts, B. et al., 4th ed., 2002.)

or green) is hybridized in greater amount to a given DNA sequence.
Computer-generated values for color intensity then allow for accurate assess-
ment of expression level of thousands of genes simultaneously.

Small region of microarray with
red (R), green (G) and

yellow/orange (Y/O) colors

Collection of gene-specific DNA molecules

PCR amplification

Robotic ‘printing’ onto glass slide

mRNA from
sample 1 labeled

with red
fluorchrome

mRNA from
sample 2 labeled

with green
fluorchrome

Hybridize

Wash

Scan red and green
signals and combine

images

biologically active. The process of intron removal is called RNA splic-
ing (see Fig. 7.12).

Nuclear mRNA splicing is catalyzed by specialized RNA-protein com-
plexes called small nuclear ribonucleoprotein particles (snRNPs,
pronounced snurps). The RNAs found in snRNPs are identified as U1,
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U2, U4, U5, and U6. Analysis of a large number of mRNA genes has led
to the identification of highly conserved consensus sequences at the
5�and 3� ends of essentially all mRNA introns. 

The U1 RNA has sequences that are complimentary to sequences
near the 5� end of the intron. The binding of U1 RNA distinguishes the
guanine uracil (GU) at the 5� end of the intron from other randomly
placed GU sequences in mRNAs. The U2 RNA also recognizes sequences
in the intron, in this case near the 3� end. The addition of U4, U5, and
U6 RNAs forms a complex identified as the spliceosome that then
removes the intron and joins the two exons together. 

Additional processing occurs to mRNAs. The 5� end of all eukaryotic
mRNAs is capped with a unique 5� to 5� linkage to a 7-methylguanosine
residue (see Fig. 7.13). The capped end of the mRNA is thus protected

Figure 7.12 Posttranscriptional RNA processing. Shown are the
sequences at the ends of exons and within the introns that direct
accurate and efficient splicing. (Reproduced with permission from
Garland Science, Taylor and Francis Group. Molecular Biology of
the Cell by Alberts, B. et al., 4th ed., 2002.)

Figure 7.13 Structure of the 5�-cap found on mRNAs. They are
capped during posttranscriptional RNA processing. The cap pro-
tects mRNA from exonucleases and plays a role during translation.



from exonucleases and more importantly is recognized by specific pro-
teins of the translational machinery. 

Messenger RNAs also are polyadenylated at the 3� end. A specific
sequence, AAUAAA, is recognized by the endonuclease activity of
polyadenylate polymerase, which cleaves the primary transcript approx-
imately 11 to 30 bases 3� of the sequence element. A stretch of 20 to 250
A residues is then added to the 3� end by the polyadenylate polymerase
activity (see Fig. 7.14).

In addition to intron removal in tRNAs, extra nucleotides at both
the 5� and 3� ends are cleaved, the sequence 5�-CCA-3� is added to the
3� end of all tRNAs, and several nucleotides undergo modification.
There have been more than 60 different modified bases identified in
tRNAs. 

7.5 Translation: RNA to Protein

7.5.1 Activation of amino acids

Activation of amino acids is carried out by a two-step process catalyzed
by aminoacyl-tRNA synthetases (see Fig. 7.15). Each tRNA, and
the amino acid it carries, is recognized by individual aminoacyl-tRNA
synthetases. This means there exists at least 20 different aminoacyl-tRNA
synthetases; there are actually at least 21 since the initiator met-tRNA of
both prokaryotes and eukaryotes is distinct from noninitiator met-tRNAs.

First, the enzyme attaches the amino acid to the a-phosphate of ATP
with the release of pyrophosphate (PPi, in Fig. 7.15 symbolized by an
encircled P). This is termed an adenylated amino acid intermediate. In
the second step, the enzyme catalyzes transfer of the amino acid to
either the 2�- or 3�-OH of the ribose portion of the 3�-terminal adenosine
residue of the tRNA generating the activated aminoacyl-tRNA. Although
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Figure 7.14 Action of polyadenylate polymerase complex.
The enzyme complex adds the poly(A) tail (A)n to mRNAs
during posttranscriptional RNA processing. (Reproduced
with permission from Garland Science, Taylor and Francis
Group. Molecular Biology of the Cell by Alberts, B. et al.,
4th ed., 2002.)
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these reactions are freely reversible, the forward reaction is favored by
the coupled hydrolysis of PPi.

Accurate recognition of the correct amino acid as well as the correct
tRNA is different for each aminoacyl-tRNA synthetase. Since the differ-
ent amino acids have different side chains (R groups), the enzyme for each
amino acid has a different binding pocket for its specific amino acid. It is
not the anticodon (sequence of three nucleotides at the end of a tRNA)
that determines the tRNA utilized by the synthetases. Although the exact
mechanism is not known for all synthetases, it is likely to be a combina-
tion of the presence of specific modified bases and the secondary struc-
ture of the tRNA that is correctly recognized by the synthetases. 

It is absolutely necessary that the discrimination of correct amino
acid and correct tRNA be made by a given synthetase prior to release
of the aminoacyl-tRNA from the enzyme. Once the product is released,
there is no further way to proofread whether a given tRNA is coupled
to its corresponding tRNA. Erroneous coupling would lead to the wrong
amino acid being incorporated into the polypeptide since the discrimi-
nation of amino acid during protein synthesis comes from the recogni-
tion of the anticodon of a tRNA by the codon (nucleotide triplet) of
mRNA and not by recognition of the amino acid attached to the tRNA.

7.5.2 Initiation

Initiation of translation requires a specific initiator tRNA, tRNAi
met,

that is used to incorporate the initial methionine residue into all pro-
teins. The initiator tRNA is not used for incorporation of methionine into
noninitiation locations in the rest of a protein.

The initiation of translation requires recognition of an (adenine-uracil-
guanine) AUC codon which is generally, but not always, the first encountered

Figure 7.15 Activation and attachment of amino acids to tRNAs
during translation. (Reproduced with permission from Garland
Science, Taylor and Francis Group. Molecular Biology of the Cell
by Alberts, B. et al., 4th ed., 2002.)



by the ribosome. A specific sequence context surrounding the initiator
AUG aids ribosomal discrimination. This context is A/GCCA/GCCAUGA/G
in most mRNAs (where A/G means either nucleotide at that position).

7.5.3 Eukaryotic initiation factors 
and their functions

The specific nonribosomally associated proteins required for accurate
translational initiation are termed initiation factors (IF). In E. coli
they are IFs; in eukaryotes they are eukaryotic initiation factors (eIFs).
Numerous eIFs have been identified with the important ones listed in
Table 7.2. 
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TABLE 7.2 Eukaryotic Initiation Factors (eIF)

Initiation Factor Activity

eIF-1 Repositioning of met-tRNA to facilitate 
mRNA binding

eIF-2 Ternary complex formation, composed of three 
subunits: a, b, and g

eIF-2A AUG-dependent met-tRNAi
met binding to 

40S ribosome

eIF-2B GTP/GDP exchange during eIF-2 recycling

eIF-3 composed of ~10 subunits Ribosome subunit antiassociation, binding to 
40S subunit

eIF-4F composed of three primary mRNA binding to 40S subunit, ATPase-
subunits: eIF-4E, eIF-4A, eIF-4G, dependent RNA helicase activity, interaction
and at least two additional factors: between polyA tail and cap structure
PABP, Mnk1 (or Mnk2)

PABP: polyA-binding protein Binds to the polyA tail of mRNAs and provides 
a link to eIF-4G

Mnk1 and Mnk2: eIF-4E kinases Phosphorylate eIF-4E increasing association 
with cap structure

eIF-4A ATPase-dependent RNA helicase

eIF-4E 5� cap recognition

4E-BP (also called PHAS) three Dephosphorylated 4E-BP binds eIF-4E and
known forms represses its activity. When phosphorylated, 

4E-BP is released from eIF-4E, resulting in 
increased translational initiation

eIF-4G Acts as a scaffold for the assembly of eIF-4E 
and -4A in the eIF-4F complex; interaction with 
PABP allows 5�-end and 3�-ends of mRNAs 
to interact

eIF-4B Stimulates helicase, binds simultaneously 
with eIF-4F

eIF-5 Release of eIF-2 and eIF-3, ribosome-dependent
GTPase

eIF-6 Ribosome subunit antiassociation
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7.5.4 Specific steps in translational
initiation

Initiation of translation requires four specific steps: 

1. A ribosome must dissociate into its 40S and 60S subunits. 

2. A ternary complex termed the preinitiation complex is formed con-
sisting of the initiator, guanosine triphosphate (GTP), eIF-2, and
40S subunit. 

3. The mRNA is bound to the preinitiation complex. 

4. The 60S subunit associates with the preinitiation complex to form the
80S initiation complex.

The initiation factors eIF-1 and eIF-3 bind to the 40S ribosomal sub-
unit favoring antiassociation to the 60S subunit. The prevention of
subunit reassociation allows the preinitiation complex to form. 

The first step in the formation of the preinitiation complex is the
binding of GTP to eIF-2 to form a binary complex (see Fig. 7.16). The
binary complex then binds to the activated initiator tRNA (met-tRNAmet)
forming a ternary complex that then binds to the 40S subunit forming
the 43S preinitiation complex (40S � 3: eIF-1, eIF-3, and eIF-2-GTP).
The preinitiation complex is stabilized by the earlier association of eIF-3
and eIF-1 to the 40S subunit.

The cap structure of eukaryotic mRNAs (see Sec. 7.4.1 and Fig. 7.13)
is bound by specific eIFs prior to association with the preinitiation com-
plex. Cap binding is accomplished by the initiation factor eIF-4F. This
factor is actually a complex of three proteins: eIF-4E, A, and G. The first
protein, eIF-4E, is a 24 kDa protein which physically recognizes and binds
to the cap structure. The second protein, eIF-4A, is a 46 kDa protein

Figure 7.16 The eIF-2 cycle. This process is
required for initiation of translation. Following
formation of the preinitiation complex, the
GTP bound by eukaryotic initiation factor 2
(eIF-2) is hydrolyzed to provide the energy
needed to bind and align the activated initia-
tor tRNA (met-tRNA). The GDP is exchanged
for GTP through the action of eIF-2B.



which binds and hydrolyzes ATP and exhibits RNA helicase activity.
Unwinding of mRNA secondary structure is necessary to allow access
of the ribosomal subunits. The third protein, eIF-4G, aids in binding of
the mRNA to the 43S preinitiation complex. 

Once the mRNA is properly aligned onto the preinitiation complex and
the initiator met-tRNAmet is bound to the initiator AUG codon (a process
facilitated by eIF-1), the 60S subunit associates with the complex. The
association of the 60S subunit requires the activity of eIF-5 which has
first bound to the preinitiation complex. The energy needed to stimu-
late the formation of the 80S initiation complex comes from the hydrol-
ysis of the GTP bound to eIF-2. The guanosine diphosphate (GDP) bound
form of eIF-2 then binds to eIF-2B which stimulates the exchange of GTP
for GDP on eIF-2. When GTP is exchanged eIF-2B dissociates from eIF-2.
This is termed the eIF-2 cycle (see Fig. 7.16). This cycle is absolutely
required in order for eukaryotic translational initiation to occur. The GTP
exchange reaction can be affected by phosphorylation of the a-subunit
of eIF-2.

At this stage, the initiator met-tRNAmet is bound to the mRNA within
a site of the ribosome termed the P-site, for peptide site. The other site
within the ribosome to which incoming charged tRNAs bind is termed
the A-site, for amino acid site. 

7.5.5 Elongation

The process of elongation, like that of initiation requires specific non-
ribosomal proteins. In prokaryotes such as E. coli, these are elongation
factors (EFs) and in eukaryotes eukaryotic elongation factors (eEFs).
Elongation of polypeptides occurs in a cyclic manner such that at the end
of one complete round of amino acid addition, the A site will be empty
and ready to accept the incoming aminoacyl-tRNA dictated by the next
codon of the mRNA (see Fig. 7.17). This means that not only does the
incoming amino acid need to be attached to the peptide chain, but the
ribosome must move down the mRNA to the next codon. Each incoming
aminoacyl-tRNA is brought to the ribosome by an eEF-1a-GTP com-
plex. When the correct tRNA is deposited into the A site, the GTP is
hydrolyzed and the eEF-1a-GDP complex dissociates. In order for addi-
tional translocation events, the GDP must be exchanged for GTP. This
is carried out by eEF-1bg similarly to the GTP exchange that occurs with
eIF-2 catalyzed by eIF-2B.

The peptide attached to the tRNA in the P-site is transferred to the
amino group at the aminoacyl-tRNA in the A-site. This reaction is cat-
alyzed by peptidyltransferase. This process is termed transpeptidation.
The elongated peptide now resides on a tRNA in the A-site. The A-site
needs to be freed in order to accept the next aminoacyl-tRNA. The
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process of moving the peptidyl-tRNA from the A-site to the P-site is
termed translocation. Translocation is catalyzed by eEF-2 coupled to
GTP hydrolysis. In the process of translocation, the ribosome is moved
along the mRNA such that the next codon of the mRNA resides under
the A-site. Following translocation, eEF-2 is released from the ribo-
some. The cycle can now begin again.

7.5.6 Termination

Like initiation and elongation, translational termination requires spe-
cific protein factors identified as eukaryotic releasing factors, eRFs.
The signals for termination are specific codons present in the mRNA.
There are three termination codons: UAG, UAA, and UGA. The bind-
ing of eRF to the ribosome stimulates the peptidyltransferase activity
to transfer the peptidyl group to water instead of an aminoacyl-tRNA.
The resulting uncharged tRNA left in the P-site is expelled with con-
comitant hydrolysis of GTP. The inactive ribosome then releases its
mRNA, and the 80S complex dissociates into the 40S and 60S subunits
ready for another round of translation.

7.5.7 Heme control of translation

Regulation of initiation in eukaryotes is effected by phosphorylation of
a serine residue in the a-subunit of eIF-2. Phosphorylated eIF-2 in the

Figure 7.17 Sequence of events
during the process of elongation of
the polypeptide chain. In step 1,
the growing polypeptide resides
in the P-site attached to the tRNA
that carried the last amino acid
to the ribosome (amino acid 3 in
step 1). The next amino acid to be
incorporated resides in the A-site
attached to its tRNA (amino acid
4 in step 1). In step 2, peptidyl-
transferase transfers the polypep-
tide to the amino acid and then
the ribosome translocates freeing
up the A-site and the cycle can
begin again. (Reproduced with
permission from Garland Science,
Taylor and Francis Group.
Molecular Biology of the Cell by
Alberts, et al., 4th ed., 2002.)



absence of eIF-2B is just as active an initiator as nonphosphorylated
eIF-2. However, when eIF-2 is phosphorylated, the GDP-bound complex
is stabilized and exchange for GTP is inhibited. The exchange of GDP for
GTP is mediated by eIF-2B (also called guanine nucleotide exchange
factor, GEF). When eIF-2 is phosphorylated it binds eIF-2B more tightly,
thus slowing the rate of exchange. It is this inhibited exchange that
affects the rate of initiation (see Fig. 7.18).

The phosphorylation of eIF-2 is the result of an activity called heme-
controlled inhibitor (HCI) which functions as diagrammed in Fig. 7.18.

Cellular Genetics 205

APPLICATION BOX 7.3 
Proteomics—Global Analysis of Cellular Protein Composition

Proteomics is the term used to describe the global analysis of all the pro-
teins present in a given cell or tissue at a given time or condition. A deter-
mination of how the protein complement of a cell or tissue changes during
development, in response to various stimuli or as a consequence of disease
states is crucial to our understanding of how these various processes occur.
Thus, the ability to detect hundreds and even thousands of protein differ-
ences simultaneously greatly enhances our ability to formulate models of
the functions of the protein changes that occur under a variety of conditions.

Proteomics involves the use of mass spectrometry (MS) to determine
the precise mass of intact proteins as well as peptides derived from enzy-
matic digestion (e.g., trypsin digestion) of protein samples. Traditional pro-
teomics began with the use of high resolution two-dimensional (2D) gel
electrophoresis for protein separation followed by isolation of specific pro-
tein spots from the gel and MS analysis. The key developments in pro-
teomics were the invention of time-of-flight (TOF) MS and methods of
ionization of proteins and peptides that did not destroy the sample. The
most common ionization methods are matrix-assisted laser desorption ion-
ization (MALDI) and electrospray ionization (ESI). In using MALDI, the
sample(s) are solidified within an acidified matrix that absorbs energy of
a specific UV range with the energy being dissipated thermally. The rapid
transfer of energy generates a vaporized matrix which ejects the samples
into the gas phase where they acquire charge. An electric field between the
MALDI plate and the entrance to the MS tube leads to different speeds at
which various charged samples reach the MS based upon their mass to
charge ratios. The advantage of MALDI-TOF is that sample analysis can
be accomplished with high throughput (e.g., 96 samples at one time). ESI
allows rapid transfer of samples from the liquid to the gas phase by creat-
ing droplets that enter the MS which then go through repetitive solvent
evaporation steps until only the charged sample is left in the gas phase. ESI
has an advantage over MALDI in that it can be coupled to highly specific
separation techniques like liquid chromatography (LC) which in turn allows
for high throughput.
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HCI is generated in the absence of heme, a mitochondrial product.
Removal of phosphate is catalyzed by a specific eIF-2 phosphatase which
is unaffected by heme. The presence of HCI was first seen in in vitro
translation systems derived from lysates of reticulocytes. Reticulocytes
synthesize almost exclusively hemoglobin at an extremely high rate. In
an intact reticulocyte, eIF-2 is protected from phosphorylation by a spe-
cific 67 kDa protein. 

7.5.8 Interferon control of translation

Regulation of translation can also be induced in virally infected cells. It
would benefit a virally infected cell to turn off protein synthesis to pre-
vent propagation of the viruses. This is accomplished by the induced syn-
thesis of interferons. There are three classes of interferons, which are
classified according to their cellular origin: the leukocyte or a-interferons,
the fibroblast or b-interferons, and the T lymphocyte or g-interferons.
Interferons are induced by double-stranded RNAs (dsRNAs). This is
the form of RNA in some viruses, which has two complementary strands
similar to DNA. Interferons themselves induce a specific kinase termed
RNA-dependent protein kinase (PKR) that phosphorylates eIF-2,
thereby shutting off translation in a manner similar to that of heme
control of translation. Additionally, interferons induce the synthesis of

Figure 7.18 Role of the heme-controlled inhibitor (HCI) in regu-
lating the activity of eukaryotic initiation factor 2 (eIF-2) and thus
the rate of translational initiation. Shown at the top right is the
normal process of the eIF-2 cycle of translation initiation. Shown
in the lower right is the effect of HCI phosphorylation of eIF-2
leading to tight binding of eIF-2B with the result that exchange of
GTP for GDP is greatly slowed.



2�-5�-oligoadenylate synthetase, an enzyme that generates the compound
pppA(2�p5�A)n (where n refers to multiple 2� to 5� linked adenosines),
which in turn activates a preexisting ribonuclease, RNase L. RNase L
degrades all classes of mRNAs, thereby shutting off host mRNA
translation. 
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8
Cell Division and Growth

David A. Prentice, Ph.D.

OBJECTIVES

■ To present the concept of the cell growth cycle and mechanism of
cell division

■ To explain stem cells, their clinical potential, and associated
controversy

■ To outline the processes involved in cell aging
■ To introduce cancer cells as cells with unregulated growth control
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Each cell in your body knows when to grow and divide and when
to stop growing. Cell growth relies on an ordered progression of
signals to move the cell through its growth cycle and divide.
Stem cells are the normal physiological body cells with the
capacity to multiply continuously. A better understanding of 
why some cells proliferate pathologically, with uncontrolled
growth, will contribute to the development of new cancer
treatments. The knowledge of how to use stem cells to regenerate
damaged tissues and organs has the potential to revolutionize
medicine. Engineers use engineering principles to put biological
knowledge to use for applications in biotechnology and medicine.
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Growth of a human being from a single-celled zygote into the complex
system of approximately 100 trillion cells of an adult requires an obvi-
ous increase in cell number for growth of the organism. But this multi-
plication of cells must take place in an organized, controlled manner, not
only in terms of cellular interactions and specializations but also on an
individual cell level. As it grows, each cell must respond to cues from
other cells, and adjust its growth according to the needs of the local
tissue environment as well as the overall organism. Each new cell has
several paths it may follow—continue growth to divide again, pause in
the process of growth and division, or begin a pathway of differentiation
that leads to a specialized cell type.

8.1 Growth of Cells: Cell Cycle

Historically, the growth cycle of a cell was defined by what was visible
through the light microscope. The condensation and segregation of chro-
mosomes was evident, as was the division of the one cell into two, at
mitosis. The rest of the cell growth cycle seemed rather bland and
uneventful through the microscope and was termed interphase, denot-
ing that it was the interval between cell division phases. Biochemical evi-
dence later showed that replication of DNA took place during the middle
of this interphase of the cell cycle, with the time of DNA synthesis sep-
arated from the mitotic phase by gaps in time on either side. Thus, the
four major phases of the eukaryotic cell growth cycle were initially
defined (Fig. 8.1).

8.1.1 Phases of the cell cycle

Starting immediately upon cell division, the phases of the cell cycle are:

1. G1 phase (“gap 1”), when cells respond to various signals for growth
or differentiation, as well as make preparation for DNA synthesis,

2. S phase (“synthesis”), when the DNA is replicated,

3. G2 phase (“gap 2”), when cells prepare for chromosome segregation
and cell division, and 

4. M phase (“mitotic”), when cells separate their chromosomes, ending
with cell division into two new daughter cells. M phase itself is
divided into a series of stages which will be described later.

Despite their original identification as mere gaps in time between
the identified markers of cell division and DNA synthesis, G1 and G2
phases are not idle times for the cell. In particular, G1 phase is the
stage where the cell’s future is decided, in response to internal and
external cues, in terms of whether the cell enters another cell growth
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cycle round, pauses in its growth, or exits the cell growth cycle, includ-
ing undergoing differentiation. A cell that receives signals to continue
growth moves on through G1 phase uninterrupted, becoming commit-
ted to finish another cycle and cell division. A cell that receives differ-
ent signals, or is not stimulated by growth signals, moves into a sort of
side loop of the cell cycle termed G0 phase, sometimes also called “rest-
ing phase.” It may move into a lower metabolic state, termed quies-
cence, while it waits for further signals, or it may exit the growth cycle
and begin a path of differentiation.

A cell in G1 phase that has received a signal to proceed through the
cell cycle is still not committed to complete the cycle until it passes the
restriction point, a point of no return late in G1 phase. At this point,
the metabolic machinery and cell cycle trigger proteins have been acti-
vated and accumulated to the extent that the cell is committed to pro-
ceed on into S phase and complete an entire cell cycle (usually about
24 hours long for mammalian cells).

8.1.2 Studying cell cycle phases

Typically, within a population of cells under normal conditions, whether
in a body tissue or in a laboratory culture dish, cells within the popu-
lation will be scattered throughout various points in the cell cycle. In

Figure 8.1 The cell cycle. The four phases of the
eukaryotic cell cycle are G1, S, G2, (collectively termed
interphase), and M (mitosis). DNA synthesis occurs
during S phase, and cell division occurs at the end of
M phase. G0 is considered a resting phase; the restric-
tion point is a stage that must be passed for the cell
to be committed to complete the entire cell cycle.
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working with cells, it is often useful to be able to accumulate an entire
population of cells at one point in the cell cycle to study the character-
istics of that phase or the progression of cells through the cycle. 

Isolation of a population of cells synchronized at one point in the cell
cycle usually relies on the use of synchrony agents that specifically
target some metabolic event or molecule associated with that phase. For
example, microtubules are essential for the mitotic spindle apparatus
and separation of chromosomes, but are not required to progress through
any other point in the cell cycle, so synchronization of cells at M phase
often uses inhibitors of microtubule formation. Cultured cells grown in
the presence of such an inhibitor complete the rest of the cell cycle and
enter M phase, but are then trapped and unable to complete mitosis,
accumulating at that point in the cell cycle. G1 phase progression relies
on production of key cell cycle regulatory proteins, stimulated by exter-
nal growth signals and adequate amino acid availability for protein
synthesis, so withholding growth stimulators and/or selective amino
acid depletion can block cells in G1 phase. For S phase, DNA synthesis
is the obvious choice of a target for inhibition. Currently for most cells
no target lends itself easily to G2 blockade, but since cells that have
reached S phase are committed to completion of the cycle, synchro-
nization at S phase followed by release and timing of the end of DNA
synthesis gives a reliable population of cells all in G2 phase. It should
be borne in mind, however, that any metabolic inhibitor that blocks
necessary cellular activities can also be toxic to the cells, so careful
monitoring of the health of a synchronized cell culture is necessary in
synchrony experiments.

A high-tech solution to isolating cells at different points in the cell cycle
is the use of a fluorescence-activated cell sorter (FACS). This
machine sends a stream of cells through one or more laser beams, and
the light scattered from the cells is detected in one or more photomul-
tipliers (Fig. 8.2). Cells can be sorted based on size, which increases
throughout the cell cycle. Cells can also be pretreated with a nontoxic
fluorescent dye specific for DNA or other molecules and the fluores-
cence emission excited by the laser can be detected. A flow cytometer
analyzes the output of the photodetectors, while the FACS uses the
emissions from each cell to sort the cell into collection vessels for fur-
ther study. In this way an entire population of cells can be analyzed for
their position in the cell cycle, for example, based on their DNA content,
and sorted into subpopulations for the different cell cycle phases.

8.1.3 Control of cell cycle

Proteins are the triggers for progression of a cell through the different cell
cycle phases. In particular, diverse combinations of two different types
of protein drive the various phases of the cell cycle. These two protein
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families are the cyclins, and the cyclin-dependent kinases (cdks). The
cyclin-dependent kinase (cdk) proteins are kinases, phosphorylat-
ing various target proteins in the cell to activate (or inactivate) them and
start a series of events, like knocking over the first domino in a row, that
move the cell on to another portion of the cycle. The cdks are usually

Figure 8.2 Flow cytometry and fluorescence-activated cell sorting (FACS).
Individual cells in droplets are passed through a laser beam, exciting flu-
orescence emission. Photodetectors are used to analyze the emission and
light scatter, and the signal can be coupled through a computer to place a
charge on the cell droplet to deflect individual cells into different collect-
ing vessels. (Modified from Figure 15.9, Culture of Animal Cells, 5th ed.,
by Freshney, Wiley-Liss.)
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present throughout a cell cycle. However, they must be complexed with
a cyclin for their activity. The cyclins are regulatory and targeting pro-
teins for the cdks. When a particular cyclin binds to a cdk, it activates
the cdk and also targets its enzymatic activity. Cyclins are transient pro-
teins, synthesized when needed and quickly degraded. When cells are
stimulated to grow by external signaling factors and their associated
signal transduction, specific cyclin proteins are synthesized as one of the
early responses to these growth signals. Different cyclins complex with
specific cdks at various points in the cell cycle to drive the cell through
each phase of the growth cycle, targeting diverse molecules necessary
for each step. Then the cyclin is degraded, deactivating its paired cdk.

Continued movement through the cycle at each step is an ordered pro-
gression that requires the synthesis of a different cyclin, its complexing
with, activating, and targeting of a cdk. It further requires the cessation
of cyclin synthesis and degradation of that cyclin, deactivating the cdk.
The different cyclin-cdk pairings for movement through the cell cycle are
shown in Fig. 8.3. Starting with a cell “resting” or “waiting” in G0 which
receives a growth signal, the first cyclin synthesized is cyclin D (and in
some cells also cyclin F), which complexes with cdk4 and cdk6. Moving
the cell on through G1 and into S phase requires production of cyclin E,
which complexes with cdk2. Once S phase is initiated, cyclin A is pro-
duced and complexes with cdk2. Both cyclin A and newly-produced cyclin
B complex with cdk1 to initiate M phase and the events associated with
mitosis and cytokinesis (the final stage of cell reproduction).

One of the targets of the early G1 phase cyclin D-cdk4/6 complex is an
inhibitory protein called Rb, the retinoblastoma protein (Fig. 8.4). (The
protein is so named because its loss or mutation was initially correlated
with development of the retinoblastoma type of tumor.) In early G1, the
unphosphorylated Rb protein complexes with transcription factors termed
E2F factors, inhibiting their activity. The E2F transcription factors

Figure 8.3 Different cyclins and
cyclin-dependent kinases (cdks)
direct cell-cycle progression.
Ordered progression through the
cell cycle requires the ordered
synthesis of different cyclin pro-
teins, which complex with vari-
ous cdks to activate and target
their phosphorylation of specific
molecules at different cell cycle
phases. (Modified from Figure 8.2,
Developmental Biology, 7th ed., by
Gilbert, Sinauer Associates, Inc.)
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activate genes associated with DNA synthesis, and also stimulate pro-
duction of the late G1 cyclin E and S phase cyclin A. Phosphorylation of
Rb by cyclin D-cdk4 and cyclin D-cdk6 releases some of the E2F factors,
and these activate production of cyclin E and cdk2 in late G1 (Fig. 8.4).
The cyclin E-cdk2 complex further phosphorylates Rb, completely releas-
ing all E2F transcription factors, and as cyclin E-cdk2 level increases to
a critical threshold, it can maintain complete phosphorylation of Rb even
when cyclin D is degraded and the early G1 cyclin-cdk complexes are
deactivated. This is the primary mechanism that moves the cell past the
restriction point and commits it to completing the cell cycle.

Targets for cyclin-cdk complexes later in the cell cycle include DNA pre-
replication initiation complexes for the S phase cyclin A-cdk2 complex,
and in G2 and M phase the chromatin histone proteins and nuclear lam-
inar proteins for the cyclin B-cdk1 complex. Phosphorylation of histones,
especially H1 and H3 (for histones, see Sec. 7.2.1), precipitates chromo-
some condensation at the beginning of M phase. Phosphorylation of
nuclear laminar proteins (protein network lining the inner face of the
nuclear membrane) leads to dissociation of the nuclear membrane, allow-
ing separation of the chromosomes into the two daughter cells during
mitosis. Moving from one phase to another, and one cyclin-cdk complex
to another, requires the cessation of production of each succeeding cyclin
and degradation of existing cyclin, primarily due to polyubiquitination
of the cyclin targeting it for proteolysis. Polyubiquitination, the binding
of ubiquitin molecules, is a common process to give proteins the “kiss
of death,” that is, to label them for proteolytic degradation. 

8.2 Mitosis

8.2.1 Stages of mitosis

Mitosis (M phase), though brief in terms of the entire cell cycle, is impor-
tant because it is the stage where the newly replicated chromosomes

Figure 8.4 Retinoblastoma protein (Rb) release of E2F transcrip-
tion factor to pass the restriction point. Phosphorylation of Rb by
cyclin D-cdk4/6 releases some E2F, which stimulates production of
cyclin E and cdk2. The cyclin E-cdk2 complex fully phosphorylates
Rb, allowing release of all E2F.
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are separated and two new daughter cells are formed from the origi-
nal cell. Mitosis is divided into four stages: (1) prophase, (2) metaphase,
(3) anaphase, and (4) telophase (Fig. 8.5). Mitosis begins with the con-
densation of the chromosomal material, first appearing as slender
threads, and by the end of prophase, each chromosome is visible as two
identical paired filaments (sister chromatids) held together at a con-
striction called the centromere. Also during prophase, two centrosomes
take up positions at opposite poles of the cell, and the nuclear envelope
fragments into vesicles. Microtubules known as spindle fibers begin to
grow from the opposing centrosomes, attaching to the chromosomes at
the centromere region at a structure known as the kinetochore.

At metaphase, the chromosomes move toward the equator of the cell and
align themselves in the equatorial plane. During anaphase, the two sister
chromatids of each chromosome are separated into independent chromo-
somes and move toward opposite poles under the influence of the spindle
fibers. Finally at telophase, the nuclear membrane reforms around each
group of chromosomes, the chromosomes decondense, the spindle fibers dis-
appear, and the cell divides (a process known as cytokinesis.)

8.2.2 Mechanics and control of mitosis

Three components are necessary for the alignment and separation of chro-
mosomes into the daughter cells: the centromere, the kinetochore and
spindle fibers (explained below), and the cell cycle proteins. As already
noted, the cell cycle is driven by cyclin-cdk complexes, and mitosis itself is
no different. The complex of cyclin B-cdk1 is the primary driving force for
chromosome condensation and dissolution of the nuclear membrane at the

Figure 8.5 Stages of mitosis and cytokinesis. Chromosome condensation
and spindle formation begins in prophase. Chromosomes align at
metaphase and are separated to opposite poles in anaphase. Chromoso-
mes decondense, the nuclear envelope is reformed, and cell cleavage
occurs in telophase. (Modified from Figure 20-29, Molecular Cell Biology,
5th ed., by Lodish et al., W.H. Freeman and Co.)
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beginning of M phase. Phosphorylation of histone proteins in particular
begins the chromosome condensation process, while phosphorylation of
nuclear laminar proteins leads to disaggregation of the protein matrix in
the nuclear envelope (Fig. 8.6) and its fragmentation into small vesicles.

Figure 8.6 Nuclear lamina depolymerization is due to phosphorylation by cyclin-
cdk. The matrix of lamin tetramers forming the framework for the nuclear
envelope disintegrates when phosphorylation of specific serines near the ends
of the coiled-coil domains leads to depolymerization into lamin dimers. (Modified
from Figure 21-16, Molecular Cell Biology, 5th ed., by Lodish et al., W.H. Freeman
and Co.)
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The mitotic apparatus for alignment and separation of chromosomes
is based on microtubular machinery. Microtubules are presented as
important cytoskeletal elements in Sec. 2.3.2 and Fig. 2.7. The cen-
trosome itself is a protein complex that is a self-propagating organelle
(Fig. 8.7, see also Fig. 2.11). The centrosomes facilitate spindle forma-
tion, acting as nucleation centers for the assembly of microtubules. The
kinetochore of each chromosome is a complex, located at the cen-
tromeres of chromosomes, that captures spindle fiber microtubules and
helps transport chromosomes. The spindle fibers themselves are micro-
tubules growing out from the centrosomes. The microtubules are sta-
bilized at their (�) end at the centrosomes, but are unstable at the (+)
ends which are growing into the region of the condensed chromosomes.
When the (+) end of a spindle fiber microtubule contacts the kinetochore
of a chromosome, the kinetochore captures the end of the microtubule.
Each sister chromatid has a kinetochore, and the joined pair of sister
chromatids is captured by opposing spindle fibers from each pole. In
addition, polar microtubules extend from each centrosome and overlap
near the center of the cell (see Fig. 8.7). As the spindle fibers continue
to grow, the chromosomes are moved to a central mitotic plane at the
center of the cell and held in place at that position due to the opposing
tension of the microtubules from the opposite poles.

At anaphase, the spindle fibers begin to shorten, pulling the chro-
matids toward the poles. This is accomplished by disassembly of the
microtubules at their (+) end. The chromatids remain attached to the

Figure 8.7 Parts of the mitotic apparatus. The mitotic appa-
ratus consists of the centrosomes, from which the spindle
fiber microtubules grow, the spindle fiber and polar micro-
tubules, and the kinetochores of the chromosomes. The (�)
ends of the spindle fiber microtubules contact the kineto-
chores. (Modified from Figure 20-31, Molecular Cell Biology,
5th ed., by Lodish et al., W.H. Freeman and Co.)



Cell Division and Growth 219

microtubules through the interactions of kinesins, which maintain con-
tact between the kinetochore and the microtubule (Fig. 8.8). Near the end
of anaphase, the centrosomes themselves move further apart, which acts
to pull the chromosomes into what will be their respective new cell. This
separation is accomplished by elongation of polar spindle fiber micro-
tubules along with the action of the motor protein dynein (see Fig. 8.8).

Physical separation of the sister chromatids themselves also requires
coordination. Unlinking sister chromatids initiates anaphase.At anaphase,
the spindle is in a state of tension, pulling kinetochores toward opposite
spindle poles, balanced by forces pushing spindle poles apart. Sister
chromatids are held together at the centromeres and multiple positions
along chromosome arms by cohesin protein complexes (Fig. 8.9). Prior
to anaphase, the protein securin binds to and inactivates separase, a
ubiquitous protease. Once all chromosome kinetochores have attached
to spindle microtubules, a protein complex called the anaphase pro-
moting complex (APC) is activated by its specificity factor, cdc20, and

Figure 8.8 Attachment of spindle fibers to the kinetochore. The
kinetochore has an inner layer with proteins that bind centromeric
DNA, and an outer layer that connects to the (�) ends of kineto-
chore microtubules. The outer layer and a fibrous corona around
the microtubule ends contain microtubule-binding proteins and
motor proteins including dynein and kinesins. (Modified from
Figure 20-32, Molecular Cell Biology, 5th ed., by Lodish et al.,
W.H. Freeman and Co.)
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the active APC polyubiquitinates securin, leading to its degradation and
the onset of anaphase. With securin degraded, the separase protease is
released and cleaves the cohesion protein cross-links between sister chro-
matids. Poleward force then moves chromatids toward opposite spindle
poles. APC also initiates degradation of the cyclin-cdk complexes.
Unopposed ubiquitous phosphatase activity then begins to allow chro-
matin decondensation and reformation of nuclear envelope.

Once the sister chromatids have separated to opposite ends of the
cell, telophase begins. The nuclear envelope reforms around the chro-
mosomes as they begin to decondense, and a contractile ring of actin
and myosin forms around the center of the cell and constricts to cleave
the cell into two new daughter cells (Fig. 8.10). Phosphorylation of
myosin by cyclin B-cdk1 inhibits interaction with actin during earlier
stages of mitosis. The decrease in cyclin-cdk complexes in late
anaphase relieves the inhibition, ubiquitous phosphatase removes the
phosphorylation, and this allows formation and action of the contrac-
tile ring (Fig. 8.10), initiating cytokinesis to produce the two new
daughter cells.

8.2.3 Checkpoints in cell cycle control

Genetic damage can occur if cells progress to the next phase of the cell
cycle before the previous phase is properly completed. For example,
cells still in S phase can be induced to enter mitosis prematurely, by

Figure 8.9 Separation of sister chromatids at anaphase. Sister
chromatids are held together by cohesion protein complexes. To
begin the separation of sister chromatids at anaphase, the
anaphase promoting complex (APC) is activated by cdc20. The
active APC polyubiquitinates securin, which is then degraded.
Securin binds and inactivates the separase protease. With securin
removed, separase cleaves the cohesin protein linking sister chro-
matids, allowing the chromatids to be pulled to opposite poles of
the cell. (Modified from Figure 21-19, Molecular Cell Biology, 5th
ed., by Lodish et al., W.H. Freeman and Co.)
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fusion with a mitotic cell. The chromosomes of the S phase cell will con-
dense under the action of the added mitotic factors including cyclin B-
cdk1. However, the replicating chromosomes become fragmented
because replication has not been completed. Such premature entry into
mitosis in a normal cell cycle would be catastrophic to the cell.

Another example is attachment of kinetochores to microtubules of
the mitotic spindle during metaphase. If anaphase is initiated before
both kinetochores of the sister chromatids become attached to micro-
tubules from opposite spindle poles, daughter cells will be produced
with a missing or extra chromosome. The misallocation of chromosomes
to daughter cells is termed nondisjunction when it occurs during
meiosis. One example of this nondisjunction is seen in Down syndrome
(trisomy 21.) In this example, the addition of an extra chromosome is
not lethal, but in many instances the loss or gain of a single chromosome
is a lethal change (see Clinical Box 8.1).

To minimize the occurrence of mistakes, the cell cycle has several
checkpoints to assess the cell’s progress through the cycle (Fig. 8.11).
Control mechanisms that operate at these checkpoints try to ensure
that DNA synthesis is properly completed, that the chromosomes are

Figure 8.10 Actin filaments are
needed for cytokinesis. Decrease
in cyclin-cdk during anaphase
allows formation of an equatorial
contractile ring composed of actin
and myosin filaments. The inter-
acting filaments contract, lead-
ing to cytokinesis and separation
into two new daughter cells.
(Modified from page 606, Cell
and Molecular Biology, 3rd ed.,
by Karp, G., John Wiley & Sons,
New York.)
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intact, and that each stage of the cell cycle is finished before the following
stage has begun. One checkpoint for S phase involves maintaining
mitotic cyclin B-cdk1 in an inactive state until DNA synthesis is com-
pleted. Association of ATR kinase (full name ataxia telangiectasia and
Rad3 related kinase) with replication forks activates the kinase, which
phosphorylates and activates the Chk1 kinase. Chk1 kinase then inac-
tivates the Cdc25 phosphatase, which normally removes an inhibitory
phosphate from the mitotic cdk1. In this way, mitotic cyclin-cdk com-
plexes are kept inactive until replication is completed, at which point
the ATR and Chk1 kinases are inactivated, reactivating Cdc25 phos-
phatase, which can then initiate activation of the mitotic cdk. Cell cycle
checkpoints also operate to check for DNA damage and improper repli-
cation, as well as spindle assembly and proper chromosome segregation
(Fig. 8.11) (Rajagopalan and Lengauer, 2004).

8.3 Stem Cells: Maintenance and Repair 
of Tissues

8.3.1 The problem of tissue maintenance
and turnover

Few cells in the body last a lifetime. Most wear out over time and must
be replaced, some cell types more often than others, due to their usage
and their exposure to more extreme environments. For example, skin

CLINICAL BOX 8.1
Separating Chromosomes Incorrectly: Nondisjunction

Proper attachment of spindle fibers to chromosome kinetochores is neces-
sary for later separation of chromosomes equally between the two daugh-
ter cells. If spindle fibers from only one pole capture both sister chromatids,
or anaphase segregation of chromosomes starts before both kinetochores are
captured, both sister chromatids will be taken into only one of the daugh-
ter cells. This nondisjunction results in one daughter cell with an extra chro-
mosome and one daughter cell lacking a chromosome. In most cases this is
a lethal defect for the cell, but in some cases the cell survives to pass on the
abnormal chromosome number. Nondisjunctions that occur early in devel-
opment include Down syndrome, where an individual has an extra chro-
mosome 21 (trisomy 21), and Turner syndrome, in which females have only
one X chromosome instead of two. An altered chromosome number due to
nondisjunction that occurs after birth can also lead to cancer. Cell-cycle
checkpoints that monitor proper spindle assembly and chromosome segre-
gation are designed to prevent nondisjunction or stop the cell cycle progress
if it occurs, but in some cases the checkpoints fail.



cells are exposed to the external environment and are continually shed and
replaced with new layers, and the cells lining the digestive tract must also
turn over at a rapid rate. The mechanism of replacement throughout the
lifetime of the organism must account for the rate of turnover of cells and
need for replenishment, and must also do so with fidelity to ensure that the
particular tissue or organ has a continual supply of cells for its needs. Some
tissues accomplish this through simple mitosis of existing cells within the
tissue, with replenishment regulated usually by slow constant cell division,
and the rate of division and replenishment dependent on signals (usually
diffusible) within the tissue. However, many specialized cell types are
unable to replenish their numbers mitotically, due to the nature of their spe-
cialized morphology and function. For example, muscle is formed from
fusion of individual muscle cells into long fibers, making it impossible to
divide into new individual muscle cells. Human red blood cells and the squa-
mous epithelial cells of the skin contain no nucleus and have filled them-
selves with specialized proteins. These tissues and many others in the
body rely on replenishment through stem cells, unspecialized precursors
or progenitors that can produce more of the specialized, differentiated cells.
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Figure 8.11 Cell cycle checkpoints. The cell cycle contains numerous checkpoints to main-
tain normal cell cycle progress and ensure production of two healthy daughter cells. For
details, see Sec. 8.2.3.
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8.3.2 Tissue stem cells (traditional view)

The historical view of a stem cell, particularly for a tissue, is that it
resides within a tissue as a partially differentiated cell. For example,
the hematopoietic (blood-forming) stem cell in the bone marrow does
not express the specialized genes for red or white blood cells, but is spe-
cialized to produce all the various types of blood cells. In this respect,
the tissue stem cell is limited to producing more cells for the tissue in
which it is located. Historically, only a few tissue stem cells were recog-
nized, including those in the bone marrow for blood cell formation, as well
as those in the skin, intestinal lining, and the spermatozoan-producing
stem cells of the testis. 

8.3.3 Regenerative medicine with 
stem cells

A newer view of stem cells and their utility to replenish tissues has been
emerging since the late 1990s. This view is that some stem cells have a
greater potential to form many differentiated cell types, making them
potentially useful to repair tissue damaged by disease or injury, regen-
erating the cells of the tissue or organ and thereby treating a patient suf-
fering from a medical condition. This idea of “regenerative medicine”
holds great hope for millions of patients with degenerative diseases and
injuries. Repair of damaged organs and tissues using stem cells could
potentially address the needs of these patients, encompassing most of the
leading causes of death in the industrialized nations. However, the emo-
tional appeal of stem cells and the political debate in which the science
is embroiled have clouded much of the actual results in this area. 

8.3.4 Sources of stem cells

Any stem cell has two chief characteristics: (1) a continued ability to
proliferate so that a pool of cells is always available for further use and
(2) the ability to respond to appropriate signals by differentiating into
one or more differentiated cell types (Fig. 8.12a). Various sources of
human stem cells exist (Fig. 8.12b), though much of the focus has been
on two sources: (1) embryonic stem cells, taken from the inner cell
mass of young (5 to 7 day post-conception) embryos, and (2) adult stem
cells, taken to mean any postnatal tissue source and including umbil-
ical cord blood and the solid umbilical cord matrix, placental tissue, and
most or all body tissues. The “plasticity” of a stem cell, that is, its abil-
ity to form differentiated cell types, ranges from unipotent (limited to
forming only one differentiated cell type), to multipotent (with the
ability to form multiple cell types), to pluripotent (having the ability
to form most or all postnatal tissues), to totipotent (with the ability
to form all postnatal tissues as well as extraembryonic tissues such as



Figure 8.12 Stem cell characteristics and sources. (A) Stem cells continue to proliferate, maintaining a pool of readily-available
cells, and respond to signals for differentiation into various specialized cell types. (B) Sources of stem cells include the early
embryo, fetal germ cells, other fetal tissues, umbilical cord and cord blood, placenta, and postnatal tissues.
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placenta, essentially able to regenerate a complete new embryo and full
organism).

8.3.5 Current and potential stem cell uses
and points of controversy

Embryonic stem (ES) cells from mice were first successfully grown
in the laboratory in 1981, while human ES cells were first successfully
cultured in 1998. Isolation of ES cells requires the disaggregation and
destruction of the young embryo; hence in terms of the isolation of
human ES cells, this has led to the ethical debate over destruction of
young human life. ES cells are considered to be pluripotent stem cells
with the ability to proliferate extensively in culture and based on their
normal function during development or results from reinsertion into
another embryo, with the potential to form any tissue. While this poten-
tial is attractive for potential treatment of degenerative diseases, ini-
tial results in animal models have been modest and have highlighted
several scientific hurdles to overcome before ES cells could be applied
in clinical situations. These hurdles include the directed differentiation
into specific, functional differentiated cell types that can successfully
integrate into organs and tissues to function along with the host tissue,
potential immune rejection of transplanted ES cells, and the potential
for tumor formation by ES cells.

The best examples of potential success in animal models have been
in relation to neurodegenerative diseases and injuries, especially in
animal models of spinal cord injury and Parkinson disease. ES cells
have shown some success at ameliorating spinal cord injury in animals,
including improvement in locomotor activity and remyelination of dam-
aged spinal cord. Using animal models of Parkinson disease (degener-
ative disorder of the central nervous system), ES cells have been
successfully transplanted and achieved dopamine (one of the classical
neurotransmitters; see Sec. 6.3.1) secretion, alleviating some of the
behavioral symptoms in monkeys and rats; however, in many of these
experiments the implanted ES cells have yet to show long-term survival,
and tumor development has ranged from 20% to 100% in ES cell-treated
animals. Tumor formation presents a significant safety concern for the
potential clinical use of ES cells—the uncontrolled growth of native or
ES-derived progenitor cells is one factor that would preclude their
approval for treatment of patients. Some animal studies have also indi-
cated the potential ability of ES cells for cardiac repair or formation of
insulin-secreting cells and diabetes treatment. However, at this point
there are conflicting reports on the ability of ES cells to form true insulin-
secreting cells. It will be important in clinical use of ES cells to demon-
strate that functional cells can be formed and that the cells show
physiological integration into the target tissues (see Application Box 8.1).
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Several possibilities have been proposed for overcoming potential
immune rejection of ES cells, including:

■ genetic engineering of major histocompatibility antigen genes so that
ES cells are recognized as “self ” in the host (for graft versus host dis-
ease, see Clinical Box 2.1),

■ cotransplantation with ES-derived hematopoietic and immune cells
so that tolerance of ES-derived tissue cells is developed,

■ establishing “banks” of ES cell lines to match all of the potential
genetic diversity needed by potential recipients, and

■ somatic cell nuclear transfer (SCNT, so-called “therapeutic cloning”). 

Theoretically, somatic cell nuclear transfer (SCNT) would create
an embryonic clone of the patient, from which genetically matched
embryonic stem cells would be harvested to generate patient-specific cell
lines that should not be rejected. While some published evidence exists
for the other proposed methods to overcome transplant rejection of ES
cells, there has yet to be convincing evidence even in animal models for
SCNT cloning, and the research area has been clouded by fraudulent
reports of the cloning of human embryos. 

Adult stem cells, as mentioned previously, have traditionally been
thought to be few in number, difficult to isolate and grow in culture,
and extremely limited in their capacity to generate new cell types,

APPLICATION BOX 8.1 
The Challenges of Repairing Damaged Tissues with Stem Cells

The concept of regenerative medicine with stem cells is simple: replace dead
or damaged cells with newly generated cells for that tissue. If you’ve had a
heart attack, add new heart cells; if the dopamine-secreting cells are missing,
leading to Parkinson disease, add back that type of brain cell. But the appli-
cation is not as easy as the theory. While both embryonic stem cells and adult
stem cells have shown the flexibility to change into other cell types, tissue engi-
neering and repair is not so straightforward. For one thing, producing the
desired cell type in the laboratory is still inefficient and mostly guesswork in
terms of the proper growth factors, combinations, and timing needed. A fully
differentiated cell may not even be the desired endpoint for treatment—it may
be more effective to start a stem cell on the path to specialization, but use it
while it still has some flexibility and let the body’s normal signals direct its
final differentiation. Once in the tissue, the stem cell must not only form the
desired cell type, but must integrate into the tissue structure and function nor-
mally with its neighbors. It must also maintain its specialized function over
time and not revert to a stem cell, or worse, a cancer cell. There is still a long
road to the routine use of stem cells in treatment of disease and injury.
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being limited to forming more cells from their tissue of origin. However,
numerous publications have been overturning this dogma and showing
that such postnatal tissue stem cells have a much greater flexibility than
previously thought. Several examples now exist of certain adult stem
cells with pluripotent flexibility, including cells isolated from bone
marrow, peripheral blood, umbilical cord blood, nasal mucosa, amniotic
fluid, and placental membrane. Relevant to their potential use in clin-
ical therapies, adult stem cells have also shown effectiveness in treat-
ing animal models of disease as well as improving patient symptoms in
early clinical trials. While the first successful bone marrow transplant
occurred in 1968, and the first cord blood stem cell transplant in 1988,
there is a growing realization that adult stem cells have a greater poten-
tial for tissue repair beyond reconstitution of blood cell production. In
stroke (brain ischemic attack) models, adult stem cells have provided
therapeutic benefit. Interestingly, in some experiments the cells showed
an ability to “home in” to the site of tissue damage. While this phe-
nomenon is still not completely understood, it provides an intriguing pos-
sibility for targeting of regenerative stem cells. For spinal cord injury,
adult stem cells have promoted neuronal growth and therapeutic ben-
efit in rodent models, and the published report of initial clinical trials
in Portugal has demonstrated improvement in the first seven patients
treated. In animal models of Parkinson disease, adult stem cells have
shown effectiveness at stimulating dopamine secretion and decreasing
behavioral symptoms, and one patient has received a transplant of his
own neural stem cells, resulting in decreasing Parkinson symptoms for
several years. Other studies designed to stimulate endogenous adult
brain stem cells resulted in an average 61% decrease in symptoms for
a small number of Parkinson patients.

Adult stem cells have also shown effectiveness at ameliorating reti-
nal degeneration in animal models, raising hopes for possible treat-
ments for diabetic retinopathy (damage to the blood vessels in the retina)
and age-related macular degeneration (hardening of the arteries that
nourish the retina). Regarding diabetes, several examples now exist
showing generation of insulin-secreting cells from various adult stem
cells. One research group has achieved permanent disease reversal in
mice, and now has approval of the U.S. Food and Drug Administration
(FDA) to begin human trials for juvenile (Type I) diabetes (diabetes
with minimal or no insulin production by the body).

Use of adult stem cells from bone marrow or mobilized into peripheral
blood has become relatively common as an adjunct for cancer chemother-
apy to replace the patient’s hematopoietic system, or for anemias. Similar
techniques to replace or “reboot” the immune system are now being
tested with some success in patients with various autoimmune conditions
such as scleromyxedema (skin disease), multiple sclerosis (inflammatory
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disease of the central nervous system), and Crohn disease (inflammatory
bowel disease). Similar treatments have also shown promising results for
metabolic disorders such as Krabbe disease (abnormal buildup of sub-
stances in nerve cells). Adult stem cells have also been used in bone and
cartilage repair protocols, and in stimulating repair of cardiac damage in
patients in early clinical trials (Prentice, 2006; Prentice and Tarne, 2007).

The mechanism for these regenerative results is still unclear. Adult
stem cells in some cases appear capable of interconversion between dif-
ferent tissue types, known as transdifferentiation, while in some tis-
sues adult stem cells appear to fuse with the host tissue and take on that
tissue’s characteristics, facilitating regeneration. And in some studies,
the adult stem cells do not directly contribute to the regenerating tissue,
but instead appear to stimulate the endogenous cells of the host tissue
to begin repair.

8.4 Cell Senescence: Cell Aging

8.4.1 Cellular aging theories and
telomerase

Aging is common for us at the organismal level, but it is also a common
experience at the cellular level. Normal cells in culture show growth for a
period of time, then experience a process of senescence in which cell divi-
sion ceases, even though the cell remains metabolically active. This ces-
sation in cell growth and division accompanies a loss of response to external
stimuli by the senescent cell. There are several theories about cellular
senescence and how it might relate to aging of the organism, as well as to
cancer. One set of theories is that as our cells age, they accumulate muta-
tions and genetic damage that eventually inactivate vital mechanisms
associated with cell division. The mutations may accumulate in vital meta-
bolic genes, the protein synthesis machinery, or in the energy-generating
mitochondria, and finally lead to a “catastrophe” in the controls for meta-
bolic machinery and cell division, shutting down cell replication. Another
aspect of senescence involves telomeres, the sequences at the ends of
chromosomes. Because our chromosomes are linear, there is an increas-
ing shortening at the ends as replication occurs, due to the need for a
primer for DNAreplication and the removal of that RNAprimer. Telomeres
are repetitive DNA sequences at the ends of chromosomes, and these end
sequences use a special DNA polymerase called telomerase for replica-
tion. The telomerase enzyme brings its own primer, allowing it to extend
the ends of the chromosome and overcome the shortening at the ends that
would normally be seen. However, the activity of telomerase goes down
with age, and less and less of the telomere is replicated. Possibly, senes-
cence may involve shortening of the chromosome ends to the point that
vital genes at the ends are not copied. In addition, shortened telomeres may



also be perceived as damaged DNA, activating the DNAdamage checkpoint
mechanism and stopping replication and cell growth.

8.4.2 Cell cycle breakdown

Another aspect of cellular senescence involves the cell cycle regulatory
proteins. A senescent cell is unresponsive to external signaling that
should stimulate cell growth. This could result from absence or loss of
function of a signal transduction protein that would normally stimulate
production of the cyclin-cdk complexes. It is also very likely that the cell
cycle proteins themselves are mutated or missing, making it impossi-
ble for the cell to initiate passage through the cell cycle. This would still
allow the cell to continue metabolic activity, but would preclude a cell
from completing the entire cell cycle because of a missing actor in the
ordered series of proteins needed to progress through the cycle.

8.5 Cancer: Abnormal Growth

8.5.1 Characteristics of cancer

Cancer (oncogenesis) and cell aging (senescence) are in many
respects opposite sides of the same coin. Whereas senescence results in
a lack of cell growth irrespective of external stimuli, cancer is the uncon-
trolled and continuous growth of the cell, again without response to the
normal external and internal control mechanisms limiting cell division.
Cancers can be characterized in various ways, and can encompass vir-
tually any tissue. In general, a cancer cell can be characterized by uncon-
trolled growth, altered morphology, and may also include the ability of
the aberrant cell to migrate to a site distant from its original tissue and
invade other tissues. A benign tumor or cancer will proliferate out of
control but not show invasiveness and migration, while a malignant
tumor shows invasiveness and spreads to other tissues even distant
from its original tissue, a characteristic termed metastasis.

Cancer cells tend to go through various stages of development, usu-
ally starting with some alteration in the genetics of the cell that
increases its proliferative capacity. Hyperplasia (increase in cell num-
bers) results with excessive growth of the cells. As the cells continue to
change, dysplasia (abnormal growth) is next, with overproliferation
accompanied by alterations in cell morphology. If the cancer cells begin
invasion and migration, it is termed metaplasia.

8.5.2 Mechanisms of oncogenesis

Mutation figures prominently in cancer. Many cancers have been linked
to oncogenes, genes that transform a normal cell into a cancerous cell.
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Of the many known oncogenes, the vast majority are derived from
normal cellular genes, termed proto-oncogenes. These genes are nor-
mally associated with cell proliferation in various ways, especially as
signal transduction proteins and regulators of cell growth. There are var-
ious ways in which an oncogene can be turned on or produced in a cell.

Viral infection may introduce an oncogene into a cell. The introduced
oncogene is usually altered in such a way that it is overproduced and/or
continues to signal cell growth without normal inactivation mecha-
nisms.

Mutation of a proto-oncogene can result in a mutated signaling pro-
tein that does not respond to inactivation signals, so that the signal for
cell growth is always expressed.

Gene amplification may produce multiple copies of a proto-oncogene,
which are then no longer under normal control in terms of amounts
and times of expression in the cell. The amplified signal then cannot be
shut off.

Insertional mutagenesis (promoter insertion) can occur when some
viruses infect a cell. Insertion of the viral genome into the host DNA
brings a strong viral promoter, stimulating synthesis not of viral prod-
ucts but also other nearby genes, potentially proto-oncogenes, which
would now be expressed at inappropriate times in the cell cycle and
cause overexpression of the products.

Chromosomal rearrangement can occur when chromosomal breakage
results in loss of small segments that are then placed onto other chro-
mosomes. The misplaced genes can be brought into proximity of strong
transcriptional activators, resulting in continuous overexpression of a
proto-oncogene.

Loss of tumor suppressor genes and checkpoint proteins can also stim-
ulate cancers. Tumor suppressors (such as the Rb protein; see Fig. 8.4)
normally act as governors on cell growth. However, if a protein such as
Rb is mutated or deleted, it cannot bind and suppress cell proliferation
activators such as E2F, leaving the signal for cell growth to proceed
uninhibited.

Mutation and overexpression of cell cycle genes, especially early G1
phase cyclins, can also lead to cancer. For example, mutation of cyclin
D, such that it cannot be degraded as it would normally be, would allow
the cell to continue to move through the cell cycle, and such mutations
have been implicated in some cancers.

8.5.3 Stem cells and cancer

Many cancers seem resistant to chemotherapy and radiation. These
treatments target fast-growing cells, damaging their DNA and killing
them. But in many cases the cancer returns, even though the treatment
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seemed to have killed all of the fast-growing cancer cells. There is now
growing evidence that the surviving cells that result in the cancer’s
return, and in fact in the original cancer itself, may be slower-growing
aberrant stem cells. Tissue stem cells are programmed to continue grow-
ing, usually for the life of the individual, but only grow more rapidly in
response to a need for tissue maintenance and repair. However, because
of their growth potential, it is very possible that these stem cells are
prime targets for initiation and maintenance of a cancer. Once mutated
so that they lose their normal growth control and responsiveness to
external inhibitors, the cancer stem cell could continue to grow and pro-
duce progeny that we identify as a tumor. This means that for effective
cancer treatments, we need to consider not only the rapidly growing
cancer cells, but also the slower-growing cancer stem cell that origi-
nates and maintains a cancer. Such strategies that target aberrant (not
normal) stem cells are now being studied.
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■ To present fertilization of the ovum by sperm
■ To portray the processes by which the embryo is formed and

develops
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Normally, all cells of a mammalian organism are descended
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cells change. How they change is described in this chapter.
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chapter.
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Hidden in the beauty, grace, and symmetry of the animal form lies a
complex and seemingly improbable series of genetic connections and
interactions. The immense complexity begins with the simple union of
two cells, the egg and the sperm. This union brings together the near
identical, yet surprisingly different, genomes of the male and female of
the species. Together these genomes mix and exchange their life code
to direct the basic development of the organism. When one grasps the
hierarchical nature of the mechanisms that must work in perfect sym-
phony to generate an essentially flawless organism, it can appear that
the end result is the rarity (perhaps the error), not the normal outcome
of genetic union. The aim of this chapter will be to provide an overview
of the complex processes that result in the formation of a new organism.

9.1 Primordial Germ Cells

9.1.1 Eggs

The egg, produced within the ovary, contains all of the material neces-
sary for the early growth and development of the embryo (see Fig. 9.1).
During oogenesis, the egg is called an oocyte. Maturation to an egg
is stimulated by the hormone progesterone which renders the egg capa-
ble of being fertilized. Fully developed mammalian oocytes are blocked
at prophase of the first meiotic division (see Sec. 10.1.2), and proges-
terone stimulates progression through the second meiotic division.

Figure 9.1 Cutaway diagram of a vertebrate egg showing
relevant structures. For details, see Sec. 9.1.1. (Reproduced
with permission from Gilbert, S.F., Developmental Biology,
7th ed., Sinauer Associates Inc., 2003.) 



Cellular Development 235

Because of the time required for the embryo to develop to a point where
it can feed itself or obtain food from its mother, the egg must be a store-
house of nutrients. The storage of food in the egg is mainly protein termed
yolk. The early embryo will also need to make its own proteins and this
is accomplished by using maternally stored messenger RNAs (mRNAs)
as well as ribosomes and transfer RNAs (tRNAs) (for explanation of
RNAs, see Sec. 7.4.1). 

As the early embryo divides, there are events taking place that drive
particular inductive pathways (programs of gene expression) leading to
the establishment of the germ layers (see Sec. 9.4) and ultimately to
the full differentiation of the various cell types that make up the body
plan of the organism. These early inductive events occur due to the
presence, in the egg, of localized factors termed morphogens. In many
species, embryonic development occurs outside the mother and thus
the embryo needs protection from the environment and predators. The
eggs of many species, such as amphibians, have pigmented membranes
that protect against ultraviolet radiation. Some eggs contain distaste-
ful molecules to repel predators.

There are many species whose eggs are coated with a gelatinous
glycoprotein mesh termed the jelly layer or egg jelly (see Fig. 9.1). The gly-
coprotein meshwork serves to either attract or activate the sperm so
that fertilization can occur.

9.1.2 Sperm

Sperm are the reproductive cells of the male (see Fig. 9.2). Unlike the
egg, sperm are streamlined cells that contain only the protein compo-
nents needed for movement and ultimate entry into the egg. Each sperm
cell contains a minimal cytoplasmic constituent, a nucleus bearing a hap-
loid complement of the male DNA, and a propulsion mechanism allow-
ing them to move so that they can join with the egg.

Figure 9.2 Cross-section of a mature mammalian sperm showing relevant
structures. For details, see Sec. 9.1.2. (Reproduced with permission from
Gilbert, S.F., Developmental Biology, 7th ed., Sinauer Associates Inc., 2003.)
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In mature sperm nuclei, the DNA is highly compact. Lying at the
head of the sperm cell is the acrosomal vesicle, which is a modified
secretory vesicle (see Fig. 9.2). The acrosome is loaded with enzymes
that digest complex carbohydrates and proteins on the outer surface of
the egg. Digestion of these components of the egg thus allows for entry
of the sperm.

The motility of most sperm is imparted by the “tail” which is a fla-
gellum. Flagellae contain microtubules which are composed primarily
of the protein tubulin but also contain other proteins necessary for fla-
gellar function such as dynein. For morphology of microtubules, see
Sec. 2.3.2 and Fig. 2.10. The energy necessary for flagellar movement
is the adenosine triphosphate (ATP) produced in the mitochondria that
reside in the central portion of the sperm. Mammalian sperm have the
ability to swim when released by ejaculation but require a further mat-
uration process, termed capacitation that occurs within the female
reproductive tract.

9.2 Fertilization

Fertilization refers to the union of the sperm and the egg and is an
exquisitely complex process. First, chemoattractants secreted by the
egg induce the sperm to swim toward it. The enzymic contents of the
sperm acrosomal vesicle are released by exocytosis either just prior to
or after the sperm binds to the extracellular surface of the egg, which
is called the zona pellucida or the vitelline envelope in mammals (see
Fig. 9.1). The acrosomal enzymes begin to degrade the surface of the egg
so that finally there can be fusion of the sperm and egg membranes.
When sperm enters the egg, its haploid nucleus combines with the
haploid nucleus of the egg to form a diploid nucleus. The early fertil-
ized egg is now referred to as the zygote.

Because there would be disastrous consequences if multiple sperm
were able to penetrate the egg, a process called polyspermy, rapid
changes must take place upon the entry of the first sperm. An event
termed “the fast block to polyspermy” is the result of a change in the elec-
trical potential of the egg membrane and occurs within seconds of sperm
entry. These electrochemical potential changes are caused by an influx
of sodium ions. The altered membrane potential prevents other sperm
from fusing with the egg membrane. Many animals also have a second
mechanism to prevent multiple sperm entry into the egg called the
“slow block to polyspermy” which occurs within a minute of the first
sperm fusion. This second block is necessary because the fast block is a
transient event. The slow block results from the fusion of cortical gran-
ules with the egg membrane. These cortical granules reside just under
the membrane and release several enzymes whose function is to dissolve
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the proteins that connect the zona pellucida to the egg membrane. In
addition, the granules release mucopolysaccharides that shift the
osmotic gradient resulting in water accumulation in the space between
the zona pellucida and the egg membrane.

As early cell division proceeds following fertilization, the overall size of
the zygote does not change; the size of the individual cells continues to
get smaller. This is termed the blastula stage. The next stage of embry-
onic development is called gastrulation. The cells of the zygote will
begin to undergo a massive reorganization and the embryo will increase
in size at the onset of gastrulation (see Sec. 9.3). Following gastrulation,
the structures of the nervous system begin to develop, during the process
called neurulation. The final steps of embryonic development include
patterning and organogenesis leading to a fully formed embryo.

9.3 Gastrulation and the Establishment 
of the Germ Layers

Gastrulation, a process whereby complex cell migrations begin in the
embryo, represents one of the most critical stages of early embryonic
development. Although there are minor differences in the process of
gastrulation when comparing amphibians, fish, birds, and mammals, the
outcomes are the same: establishment of the three germ layers (see Sec.
9.4 and Fig. 9.3).

Figure 9.3 Meridional sections showing cell movements during frog gastrulation and estab-
lishment of the germ layers. For details, see Sec. 9.3. (Reproduced with permission from
Gilbert, S.F., Developmental Biology, 7th ed., Sinauer Associates Inc., 2003.)
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Gastrulation involves a complex series of cell movements with some
of the most critical migrations involving cells on the outside of the
embryo migrating to the inside. During the cell movements of gastru-
lation, the three embryonic cells layers, ectoderm, mesoderm, and
endoderm establish. During the cell movements of gastrulation, outer
cells destined to form the endodermally derived organs are moved inside,
the embryo becomes surrounded by cells destined to form the ectoderm,
and mesodermally destined cells are positioned within the embryo in
their correct locations. Gastrulation has been most extensively studied
in amphibians because these embryos are large and develop
autonomously outside the female. The sea urchin embryo was one of the
first organisms in which the cell migrations of gastrulation were cap-
tured by time-lapse cinematography showing cells moving from outside
to inside in less than 60 min.

In frog embryos, gastrulation is initiated on the future dorsal side near
the equator referred to as the marginal zone. The marginal zone cells
begin their involution forming what is referred to as the lip of the blasto-
pore (see Fig. 9.3). The blastopore is literally a hole in the side of the
embryo filled with yolky cells originating from the vegetal half of the
embryo. The orientation of the early amphibian embryo can be distin-
guished into animal (top) and vegetal (bottom) halves (see Fig. 9.3) by
pigmentation where the animal hemisphere is brown to black and the
vegetal hemisphere is cream colored. The dorsal blastopore lip is a
major structural feature of amphibian gastrulation and in amphibian
embryos is the site of the Spemann organizer. This region is so called
because of pioneering work done by Hans Spemann and his collaborator
Hilde Mangold in the early 1920s demonstrating that transplantation of
the dorsal lip of the blastopore of a donor embryo to the future ventral
side of a recipient embryo would result in a twinning of the embryo such
that all of the anterior structures of the embryo are duplicated. Spemann
was awarded the Nobel Prize in 1935 for this discovery.

During the early cleavage stages prior to gastrulation, a cell-free
space termed the blastocoel forms in the animal hemisphere. The invo-
luting cells from the marginal zone will migrate into and replace the roof
of the blastocoel. The involuting marginal zone cells, which were origi-
nally fated as ectoderm, come into contact with factors secreted from the
vegetal pole cells near the blastopore and their fate is changed to that
of mesodermal derivatives. This is the earliest and most critical induc-
tive events that occur during early embryonic development.

As the marginal zone cells involute, the cells of the animal hemisphere
begin epiboly, a process whereby those animal pole cells eventually
cover the embryo and converge at the blastopore. The yolk plug filling the
blastopore is eventually internalized as the process of epiboly completely
covers the embryo with cells originating in the animal hemisphere. At this
point the embryo is covered with ectodermal cells, the endodermal cells



have migrated to the interior of the embryo, and the mesoderm is situ-
ated between the ectoderm and the endoderm (see Fig. 9.3).

In birds, reptiles, and mammals the major structural feature of gas-
trulation is the primitive streak. The primitive streak arises from cells
in the posterior marginal region of the early embryo. The cells of the
streak undergo convergent extension leading to progression of the streak
anteriorly. During the convergence of the cells making up the primitive
streak, a groove, or depression, forms called the primitive groove. This for-
mation is analogous to the blastopore of amphibian embryos. The future
axes of the embryo are defined by the primitive streak. The streak moves
from posterior to anterior and cells enter the streak from the dorsal side
and migrate to the ventral side. At the anterior end of the primitive streak
is a group of cells termed Hensen node. These cells are functionally
equivalent to the Spemann organizer cells of the dorsal lip of the blasto-
pore in amphibian embryos.

Cells that migrate through the anterior end of the streak will even-
tually form head mesoderm and notochord; cells migrating through the
posterior end give rise to most of the endodermal and mesodermal tis-
sues. The notochord is a flexible rod-like tissue down the back of the ver-
tebrate embryo around which the backbone will be deposited. As the
presumptive mesodermal and endodermal cells of the chick embryo are
migrating inward, the ectodermal cells are migrating to surround the
yolk through the process of epiboly. The process of epiboly in chick
embryos is thus similar to that in amphibian embryos as both processes
eventually surround the yolk with ectoderm.

It is from the initial differentiated germ layers that the vast diversity
of the organism derives (see Fig. 9.4). From the ectoderm will arise tis-
sues of the outer surfaces, the central nervous system, and the neural
crest. The notochord, bone, blood, and muscles are just a few of the
many derivatives of the mesoderm. The endoderm will lead to the diges-
tive tract and associated specialized cells, the tubes of the respiratory
system, and the esophagus.

9.4 Specification and Axis Formation

Initially, upon fertilization the polarity of the single cell embryo is radi-
ally symmetric and distinguishable primarily by the animal and vegetal
hemisphere axes (see Sec. 9.3 for definition of these axes). As development
proceeds, the vertebrate embryo will establish three primary axes: ante-
rior-posterior (AP), dorsal-ventral (DV), and left-right (LR). Although out-
wardly the body plan of vertebrates appears bilaterally symmetric (i.e.,
the left leg is a mirror image of the right), it is in fact asymmetrical.
Many organs exhibit specific left-right axes (e.g., the left and right cham-
bers of the heart) and then there is the overall spatial orientation of
organs; for example, the spleen is usually on the right side of the body and
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the liver on the left. The axes of the vertebrate embryo arise through a
series of interactions that occur between neighboring cells and whose
interactions are affected by both external and internal factors.

9.4.1 Dorsal-ventral (DV) axis

In the developing chick embryo, the establishment of the DV axis occurs
when cleaving cells of the blastoderm create a barrier between the basic
(pH 9.5) albumin (a protein of egg white) compartment in the egg and the
acidic (pH 6.5) subgerminal cavity region of the embryo. A membrane
potential difference results when sodium and water are transported from

Figure 9.4 Schema for the formation of the basic vertebrate body plan from the three pri-
mordial germ layers. Extraembryonic tissues such as the yolk sac and the syncytiotro-
phoblast are excluded.
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the albumin domain to the subgerminal cavity. The side of the embryo
facing the basic and negative albumin domain becomes the dorsal side
with the ventral side originating from the side facing the acidic fluid of
the subgerminal cavity.

In the amphibian embryo, the future dorsal side of the embryo can be
determined from the site of sperm entry. The side opposite sperm entry
will be the dorsal side of the embryo. This DV axis is established as a
consequence of cortical rotation following sperm entry. The rotation of
the cortex of the embryo places signaling proteins (of the Wnt pathway)
in the proximity of the cells of the future dorsal lip (see Fig. 9.3) of the
blastopore, which in turn sets up a cascade of transcriptional events
leading to dorsalization of the embryo.

The major protein regulating dorsalization of the amphibian embryo is
b-catenin, which upon stabilization migrates to the nucleus and activates
transcription of a set of genes (see Fig. 9.5). The cortical rotation that
occurs following sperm entry moves granules containing the protein
disheveled (Dsh) into the area of the future dorsal blastopore lip. Dsh
inhibits a kinase called glycogen synthase kinase-3 (Gsk-3) preventing
phosphorylation of b-catenin. The phosphorylated b-catenin on the future
ventral side of the embryo is degraded while the nonphosphorylated form
is stabilized. Therefore, only b-catenin target genes (genes activated as
a consequence of the activity of b-catenin), such as siamois, are activated
on the future dorsal side (see Fig. 9.5). Siamois in turn activates the tran-
scription of the homeodomain-containing gene goosecoid which controls
the expression of secreted growth factors and growth factor antagonists
that mediate the inductive activities of the Spemann organizer on neigh-
boring cells. (Ahomeodomain is a protein derived from a homeobox, a DNA
sequence that is virtually identical in most organisms.)

9.4.2 Anterior-posterior (AP) axis

Formation of the anterior-posterior (AP) axis in vertebrates follows for-
mation of the DV axis. During amphibian embryogenesis, it is the move-
ment of the involuting mesoderm that establishes the AP axis. The
mesoderm that migrates through the dorsal lip of the blastopore first
gives rise to anterior structures while that migrating through the lat-
eral and ventral lips of the blastopore give rise to posterior structures.
As in establishment of the DV axis, the transcription factor goosecoid
induces the expression of soluble factors that organize the AP axis.

As the involuting mesoderm passes through the dorsal lip of the
blastopore and is positioned under the overlying ectodermal tissue, the
ectoderm is induced to become neuroectoderm. The secreted factors
that are responsible for this induction are members of the bone mor-
phogenetic protein (BMP) family, primarily BMP4. In the absence of
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underlying mesoderm, the default state of the animal pole ectoderm is
neural. The induction of epidermal fate is a consequence of the organ-
izer cells inhibiting the action of BMPs. A major secreted protein
involved in this mesoderm induction is noggin. Noggin binds to both
BMP2 and BMP4 and prevents them from binding to their receptors.
Other secreted BMP antagonists that have been identified to have induc-
tive capabilities are chordin and members of the nodal family termed
nodal-related proteins (e.g., Xnr3 from Xenopus laevis, the African
clawed frog).

Along the overall AP axis, there exists regional specificity. The fore-
brain, midbrain, hindbrain, and spinal regions of the neural tube (which
forms on the dorsal side of the embryo) must be properly organized along

Figure 9.5 Events by which b-catenin action brings about the
induction of the Spemann organizer of the amphibian embryo. For
details, see Sec. 9.4.1 on dorsal-ventral axis formation. (Reproduced
with permission from Gilbert, S.F., Developmental Biology, 7th ed.,
Sinauer Associates Inc., 2003.)



Cellular Development 243

the AP axis. In amphibian embryos, the Wnt signaling pathway is pri-
marily responsible for posteriorizing the neural axis. The most likely
member of the Xenopus Wnt family responsible for this action is Xwnt8.
During early development, a gradient of Wnt signaling is greatest in the
posterior and is absent in the anterior part of the embryo. The role of
Wnt signaling in the AP axis has been demonstrated by either overex-
pression of Wnt proteins such as Xwnt8 in the anterior region, thereby
posteriorizing this area, or inhibition of Wnt signaling in the posterior
region leading to anteriorization. Thus, a gradient of Wnt signaling is
important in establishing the AP axis similarly to the role of a BMP gra-
dient in establishing the DV axis.

9.4.3 Left-right (LR) axis

All vertebrates establish a left-right (LR) axis, and it has been shown
that this axis arises as a consequence of the expression of nodal-related
proteins in the lateral plate mesoderm on the left side of the embryo.
LR axes are most apparent in the heart (i.e., left and right ventricles and
atria) and gut (i.e., direction of coiling). In Xenopus, it is the Xnr1 pro-
tein that establishes the LR axis. Although it is known that Xnr1 is
important in creating the LR axis, the cause of left side-specific expres-
sion of Xnr1 and the pathway by which it instructs the formation of the
LR axis is incompletely understood. One gene that is activated by Xnr1
that is itself a key gene in establishing the LR axis is Pitx2. Expression
of Pitx2 on the right side of an early frog embryo results in randomiza-
tion of the heart and gut coiling.

The complexity of the genetic program for establishing the LR axis can
best be appreciated from studies on early chick embryos (see Fig. 9.6).

When the primitive streak is near its maximum extension, expression
of sonic hedgehog (shh) is extinguished on the right side of the embryo.
Loss of shh expression comes about as a consequence of expression of
activin and its receptor on the right side of the embryo. Activin signal-
ing blocks expression of shh. While activin signaling is repressing shh
expression, it is activating the expression of a member of the fibroblast
growth factor family, FGF8. FGF8 in turn prevents expression of the
caronte (Car) gene which normally functions to inhibit members of
the bone morphogenetic protein (BMP) family. With no caronte protein
present, BMP signaling blocks the expression of nodal and lefty-2. In
the absence of nodal and lefty-2, the snail family of zinc-finger tran-
scription factor genes is active. (A zinc finger is a DNA-binding protein
configuration that resembles a finger; see also Sec. 6.2.1.) Snail function
is downstream of nodal and upstream of Pitx2. Thus, as in LR axis for-
mation in amphibian embryos, Pitx2 is crucial in establishing the LR
axis in chick embryos.
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Figure 9.6 Gene expression patterns leading to establishment
of the left and right axes of the chick embryo. For details, see
Sec. 9.4.3. (Reproduced with permission from Gilbert, S.F.,
Developmental Biology, 7th ed., Sinauer Associates Inc., 2003.)

CLINICAL BOX 9.1
Regenerative Medicine

Tissue regeneration is a process that is essential to life. Tissue regenera-
tion in multicellular organisms is accomplished by mitotically competent
cells residing within tissues. In some cases these cells are fully differenti-
ated. For example, hepatocytes of the vertebrate liver respond to partial
hepatectomy by mitosis while maintaining all their differentiated func-
tions. This mode of regeneration is called compensatory hyperplasia.
However, the tissues of most multicellular organisms are regenerated by
undifferentiated stem cells. In the majority of cases, these are reserve stem
cells, suspended in an early state of differentiation as cells around them con-
tinue to differentiate during embryonic development. These adult stem
cells may produce only a single type of tissue (unipotent) or possibly sev-
eral tissue types (multipotent). Reserve stem cells have long been recognized
as the source of renewal and regeneration for vertebrate tissues such as
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blood, immune cells, epithelia, bone, muscle, and olfactory bulb and nerve.
Human embryonic stem cells (ESCs) exhibit pluripotency (potential to form
nearly all tissues of the body) and unlimited growth potential.

Regenerative biology and medicine encompasses research on the potential
use of both ESCs and adult stem cells or their derivatives for transplantation
to replace tissues damaged by injury or disease. Work is also progressing in
the area of in vivo induction of stem cells in order to regenerate tissues.

Different species of vertebrates vary in their ability to regenerate.
Amphibians such as frogs and salamanders have the greatest regenerative
capacity. Amphibians use compensatory hyperplasia and reserve stem cells
to regenerate tissues. What sets amphibians apart from other vertebrates
is their ability to regenerate complex structures by dedifferentiation.
Dedifferentiation is a unique method of producing stem cells, seen otherwise
only in fish, which regenerate fins, and lizards, which regenerate tails.

Because the amphibians exhibit all of the known mechanisms of regener-
ation, they are an important experimental tool for expanding our under-
standing of regeneration and how to apply this knowledge to induce the
regeneration of nonregenerating mammalian tissues and complex structures.

CLINICAL BOX 9.2
Stems Cells, Embryonic and Adult

As demonstrated in this chapter, one of the first critical events in embryonic
development is the establishment of the three germ layers: ectoderm, meso-
derm, and endoderm. The segregation of cells of the embryo into these three
lineages lasts into adulthood such that mature cells, progenitor cells, and
stem cells from these three germ layers maintain their early specification.

Stem cells are a specialized type of cell that remain in an undifferentiated
state and have the unique property of self-renewal. They were introduced
in Sec. 8.3. Stem cells are responsible for homeostatic cell replacement and
regeneration of tissues. When stem cells respond to signals inducing tissue
repair or regeneration they undergo differentiation to produce mature prog-
eny, yet one daughter cell from the first cell division will remain undiffer-
entiated (self-renewal). Stem cells are classified on their capacity to
differentiate into different cells types. Totipotent stem cells can give rise
to any embryonic cell type, pluripotent give rise to almost all cell types,
and multipotent give rise to a more restricted set of cell types.

There exist two distinct pools of stem cells: embryonic and adult.
Embryonic stem cells (ESCs) are derived from the pluripotent inner cell
mass of the preimplantation blastocyst-stage embryo. Culture of blastocysts
will give rise to an undifferentiated population of cells that can be grown
indefinitely as clonal populations; thus, they can be used to create ES cell lines.
The controversy with the use of ESCs of human origin is that the embryo is
destroyed during the process of isolating the blastocyts. However, stem cells
have been identified in numerous compartments of the adult organism.
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9.5 Limb Development: A Model of Pattern
Complexity

Development of the vertebrate limb provides an ideal model for study-
ing the fundamental complexities of morphogenesis. Morphogenesis
refers to the process(es) by which specific structures arise in specific
locations during early embryonic development. Much of what we know
about the development of the vertebrate limb has been obtained from
morphological and molecular studies on chick limbs. Although there is
a left and right side to the limbs, the principal axes are dorsal-ventral
(DV), anterior-posterior (AP), and proximal-distal (PD). Using the human
forelimb (the arm) as a model, the tips of the fingers are at the distal end
of the limb and the shoulder is at the proximal end; the little finger rep-
resents the posterior side of the limb and the thumb the anterior side; the
back of the hand (i.e., the knuckles and nails) is the dorsal axis and the
palm is the ventral axis (Fig. 9.7).

Adult stem cells are not totipotent but range from multipotent to
pluripotent. Human adult stem cells have been most effectively isolated and
studied from the blood and the nervous system. Blood-derived stem cells
are referred to as hematopoietic stem cells (HSCs). Neural stem cells can
be found in the central and peripheral nervous systems. HSCs hold the most
promise for adult stem cell technologies primarily because their numbers
are larger than neural stem cells as well as being easier to isolate. Although
HSCs serve the natural function of replenishing all of the cell types of
mature blood, outside the context of the bone marrow they exhibit striking
plasticity being able to contribute to nonhematopoietic lineages. Work is pro-
gressing on many fronts with numerous different sources of adult stem
cells to determine how to manipulate their inherent plasticity.

The ability of stem cells to serve as the starting material for a wide array
of differentiated derivatives is, of course, the reason why they may be so
useful for purposes of cell-based therapies and regenerative biology. As yet,
there have been limited but exciting examples where differentiated deriv-
atives of stem cells were transplanted successfully in animal models of dis-
eases or injuries. In mice, an insulin-producing cell line derived from ES
cells resulted in normalized blood glucose levels when they were implanted
into the spleens of drug-induced diabetic mice. Neuronal cells derived from
human stem cells were able to improve motor and cognitive deficits in rats
with stroke, and these cells are now being tested for use in human patients
with basal ganglia stroke. Whereas the studies are as yet few in number,
the results are consistent with the belief that stem cell-based therapies will
provide an effective approach for ameliorating the effects of some devas-
tating diseases and injuries.
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Initiation of tetrapod limb development requires the determination of
a group of cells within the lateral plate mesoderm. These determined
cells comprise what is referred to as the limb field. Limbs do not develop
just anywhere along the body, and the cells that are committed to form
limbs can be identified by transplantation experiments. In the simplest
experiment, removal of the lateral plate mesoderm from the prospective
limb field results in loss of limb outgrowth. Retinoic acid is critical for
limb bud outgrowth since blocking its synthesis will prevent initiation
of the limb fields. The specification of the limb fields arises as a conse-
quence of correct retinoic acid-induced expression of Hox genes along the
AV axis. Members of the fibroblast growth factor (FGF) family of growth
factors are also involved in limb bud initiation. If FGF-soaked beads are
implanted into the flank of a chick embryo between the forelimb and
hindlimb lateral plate mesoderm, an extra limb is induced. Recent evi-
dence has shown that the specific FGF family member FGF10 is expressed
in the lateral plate mesoderm in the prospective limb-forming regions
(see Fig. 9.8).

Early in limb bud outgrowth, forelimbs and hindlimbs look essentially
the same. Many of the genes that have been identified as being crucial
for limb development display the same patterns of expression in forelimbs
and hindlimbs. How then do the structural differences between the limbs
arise? Two genes that are members of the T-box (Tbx) family of genes,
Tbx4 and Tbx5 display limb-specific expression. Tbx5 is expressed in the
forelimb but not the hindlimb, and Tbx4 displays the reciprocal pattern
of expression. In experiments involving FGF induction of ectopic limbs,
it was determined that forelimb determination is in fact controlled by
Tbx5 expression and hindlimbs by Tbx4 expression. When ectopic limbs
are induced by placing FGF beads close to the hindlimb, the ectopic

Figure 9.7 Orientation of the three primary axes of the limb: proximal-distal (A), dorsal-
ventral, and anterior-posterior (B). As indicated, the back of the hand is the dorsal aspect,
the digit tips are the distal aspect, and the anterior aspect is denoted by the thumb.
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limbs express Tbx4 and become hindlimbs, with the reciprocal result
occurring when induction takes place near the forelimb.

Once initiated, the three axes of the limb must be properly patterned.
Limb bud outgrowth is controlled by a specialized group of ectodermal
cells running along the distal margin of the limb bud. These cells form
a structure called the apical ectodermal ridge (AER), (see Fig. 9.8).

Figure 9.8 Factors involved in the early axis specification in the tetrapod limb. For details,
see Sec. 9.5. (Figure produced by Barrett Fricke.)
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The AER is initiated as a consequence of the synthesis of FGF10 in the
underlying mesenchymal cells. Removal of the AER early during limb
bud outgrowth results in a dramatic reduction in limb development.
The role of the AER is to continuously interact with the cells of the
underlying mesenchyme as limb outgrowth proceeds, ensuring the
proper PD orientation of the limb. The distal mesenchyme underlying
the AER is referred to as the progress zone (PZ), (see Fig. 9.8). As indi-
cated above, FGF10 is expressed in the PZ mesenchyme and induces for-
mation of the AER. The AER in turn is induced to express FGF8.
Secretion of FGF8 from the AER maintains the PZ mesenchyme in a con-
stant mitotic state which allows them to continue to synthesize FGF10.
Thus, there is a reciprocal interaction between the AER and PZ as limb
outgrowth proceeds.

As limb outgrowth proceeds, there is a progressive change in the
expression of Hox gene family members, the consequences of which are
the determination of the stylopod, zeugopod, and autopod domains
of the limb. Using the arm bones as a guide, the stylopod encompasses
the humerus, the zeugopod the radius and ulna, and the autopod the
bones of the hand (see Fig. 9.7). The critical role of Hox genes becomes
apparent when their expression is blocked. Humans homozygous for a
defective HOXD13 gene exhibit abnormalities in their hands and feet.
(Homozygous refers to two identical copies of the gene on the two cor-
responding chromosomes.) 

The AP axis of the limb is specified very early before the limb bud is
identifiable. The initiation of the AP axis is the result of the action of a
small group of mesodermal cells that reside near the posterior region of
the early limb bud near the body wall. This area of cells is referred to
as the zone of polarizing activity (ZPA), (see Fig. 9.8). If one trans-
plants the ZPA tissue to the future anterior side of the limb, there will
be a mirror image duplication of the posterior elements of the limb.
Evidence has shown that the secreted protein shh is responsible for the
activity of the ZPA. Implantation of shh-soaked beads into the anterior
side of the limb results in the same consequences as transplantation of
the ZPA. Expression of shh in the ZPA cells results from the action of
FGF8 secreted from the AER cells. Restriction of shh expression to the
posterior cells of the limb has been shown to be controlled by two tran-
scription factors, HOXB8 and dHAND (see Fig. 9.8). When HOXB8 is
ectopically expressed throughout the limb, shh expression occurs in
both the posterior and anterior regions of the limb leading to formation
of two ZPAs. The role of dHAND was demonstrated in mice lacking its
expression. In these mice shh is not expressed in the limb and the result
is severely truncated limbs.

The specification of the DV axis of the limb is determined by the
ectoderm. In experiments on chick limb development it was shown that



rotation of the limb ectoderm by 180�, with respect to the underlying
mesenchyme, results in a reversal of the DV axis. A member of the
Wnt family of secreted factors, Wnt-7a is expressed in the dorsal but
not the ventral ectoderm (see Fig. 9.8). In mice harboring a Wnt-7a
knockout, the limbs harbor ventral footpads on both surfaces. In the
limb, Wnt-7a induces expression of the transcription factor Lmx-1 in
the dorsal mesenchyme. If Lmx1 expression is induced in the ventral
mesenchyme, a dorsal phenotype will result in those cells. Humans
harboring a loss-of-function mutation in Lmx-1 suffer from nail-patella
syndrome, characterized by ventralization of the dorsal side of the
limbs and manifests in digits with no nails and lack of kneecaps. Control
from the ventral side is exerted by the homeobox gene engrailed-1
(En-1) which inhibits expression of Wnt-7a, thus ensuring ventral char-
acter to the ectoderm. The specificity of this interaction is demonstrated
by the fact that loss of En-1 expression results in dorsalization of the
ventral axis.

9.6 Apoptosis in Development

During embryogenesis and throughout life, cells continually die. In the
adult organism, many of these cell death events are the consequences of
damage or cellular injury. However, during development there is a coor-
dinated series of physiological events leading to cell death. This type of
programmed cell death is called apoptosis. The apoptotic pathway
ensures that cells can be removed from the organism without inducing
an inflammatory response. Most of the apoptosis occurring during devel-
opment is mediated by a family of cysteine proteases termed caspases
that cleave secreted proteins rendering them inactive or modifying their
activity.

Activation of caspases occurs via three pathways, two that are inter-
nal and one that is external (see Fig. 9.9). The external pathway for
activating apoptosis involves a family of extracellular proteins that
bind to and activate death receptors. Death receptors are members of
the tumor necrosis factor (TNF) receptor family of proteins. Ligand-
mediated activation of death receptors results in activation of caspase-8
and/or caspase-10 (Casp-8,10). The intracellular pathways respond to
cellular stress and lead to activation of caspases present in the mito-
chondria (caspase-9) or in the endoplasmic reticulum (caspase-12).
Each of these three pathways ultimately impinges upon activation of
caspase-3 and/or caspase-7 (pCasp-3,7), although active caspase-12
can itself lead to proteolytic modification of target proteins. For apoptotic
signaling, see also Sec. 4.5 and Fig. 4.11.

The tetrapod limb serves as an ideal model for examining apoptotic
events in development. During limb development, there is a requirement
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Figure 9.9 Roles of caspases in the major apoptotic pathways via extrinsic death
receptors, mitochondria, and endoplasmic reticulum. For details, see Sec. 9.6.
(Figure produced by Barrett Fricke.)

APPLICATION BOX 9.1
Bioartificial Tissues

Cell transplantation is the basis for the in vitro construction of bioartifi-
cial tissues. Bioartificial tissues are composed of a support matrix impreg-
nated with cells that can then be implanted into the body to replace original
tissue lost to injury or disease. The cells that can be used in bioartificial
tissues can be of any type. They can be stem/progenitor cells, differentiated
cells, or even genetically engineered cells. The support matrix must be of
a type that will allow maintenance of the specialized function of the dif-
ferentiated cells or promote the differentiation of stem/progenitor cells.
The ideal support matrix is one that is biodegradable so that it is replaced
by a natural matrix following implantation and the integration of the cells
into the host. For example, in July 2005, Spiegel and Kessler published the
results of a study in Otology & Neurology that described the repair of tym-
panic membrane perforation repair with acellular porcine submucosa. The
authors concluded, “These results suggest that small intestine submucosa
is a viable alternative to autologous and cadaveric grafts in tympanoplasty.
A larger randomized study in humans is indicated to evaluate this mate-
rial in clinical practice.”
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for the coordinated activation of the apoptotic process such that refined
sculpting of the structures of the limb will occur. Animals whose feet (as
well as hands in humans) are not webbed lose the cells between the
digits of the early limb via apoptosis. This programmed death is evident
even if the interdigital tissues are transplanted to another area of the
embryo or grown in culture. Apoptosis occurs in other regions of the
developing limb and is required for proper architecture. In the zeu-
gopodial region (zeugopodium is the lower part of the limb) of the
limb, apoptosis leads to separation of the ulna and the radius and the
tibia and fibula. Initiation of the apoptotic processes in the limb is
the result of the activity of BMPs, most likely BMP4 and BMP7.
Blocking BMP activity in the interdigital spaces prevents apoptosis.
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Collagen-based support matrices are the most common for both bioar-
tificial tissues and the promotion of in vivo regeneration. This is because
collagens are the most abundant proteins of the extracellular matrix of
human tissues. Type I collagen is plentiful and easily extracted and puri-
fied and can be molded into a variety of shapes and importantly, collagen
is biodegradable. Other materials that are frequently used in the con-
struction of bioartificial tissue matrices are polylactic acid, polyglycolic
acid, and polydioxanone. Each of these, like collagen, is biodegradable. An
additional matrix material that is not biodegradable but highly useful is
alginate.

Bioartifical skins are extremely useful for treating burn victims and exci-
sional wounds. These are composed of a variety of matrices into which are
seeded dermal fibroblasts. The cells in the matrix are eventually replaced
by host fibroblasts and keratinocytes and the matrix is degraded. Whereas,
these bioartifical skins are highly effective, the regenerated skin is not
perfect lacking hair and glands.

In May 2005, Gore described the use of an acellular allograft dermis in
the care of elderly burn patients. Traditional thickness skin grafts can’t
always be obtained in elderly burn patients without creating new full-
thickness wounds at the skin graft donor site. The author concludes, “This
initial experience suggests that use of AlloDerm may allow more elderly
burn patients to undergo operative wound closure, thus improving func-
tional outcome and reducing hospitalization.”
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■ To describe the transition from unicellular to multicellular organisms
■ To explain what makes cells different from one another
■ To outline different cell types and tissues
■ To introduce the interdisciplinary approach of systems biology
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It is fascinating how many common features exist in every cell,
independent of whether it is a bacterial cell or a human
neuronal cell. It is equally fascinating in how many ways the
building blocks can be arranged so that the resulting
arrangements lead to an immense variety of structures,
functions, and phenotypes. This chapter aims at laying the
groundwork for understanding how cells differentiate to build
tissues, organs, and eventually one whole functional organism.
It is the ultimate goal of engineers and scientists to develop an
understandable model of the organism to be able to study the
interdependence of the individual functional units.
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This book has thus far explained the fundamental biology of a eukary-
otic cell and the scientific findings that have resulted from molecular
studies investigating eukaryotic cells. But molecular cell biology cannot
provide the complete picture of how a eukaryotic cell functions, since
most cells live as part of multicellular organisms through cooperation
and specialization. For instance, an estimated 3 million cells cooperate
in every square inch (~6.5 cm2) of the human skin to provide cover and
protection to the cells inside the body. During their life cycle of about
35 days, skin cells also specialize in that they become flatter and kera-
tinized while moving from the basal layer of the epidermis toward the
skin surface. Cell specialization can lead to amazing cellular abilities.
Heart cells produce enough useful work in a human lifetime equivalent
to that required to raise 30 tons from sea level to the top of Mount
Everest. Nerve cells transport information along their axons at a speed
faster than the average speed of race cars at the Indianapolis 500.
Special hair cells in the inner ear use piezoelectric resonance to improve
the sensitivity and frequency selectivity of the cochlea. This piezoelec-
tric effect in hair cells is about 5 orders of magnitude greater than the
piezoelectric effect of ceramic crystals (see Clinical Box 10.1). It is the
goal of this final chapter to introduce the hierarchical cooperation of cells
within multicellular organisms and their specialization for division of
labor. We will first ask how multicellularity came about in evolution and
then take a closer look at the processes that lead to cell differentiation
and determination in order to introduce biology at the system level.

10.1 From Unicellularity to Multicellularity

During evolution, the cooperative interaction between cells as individ-
ual functional entities working toward a common goal, opened the path
for development of complex multicellular organisms. The transition
from single cell to multicellular organisms most likely happened numer-
ous times in independent ways, very early during the evolution of life.
How early is still a topic for discussion, since the first single cell organ-
isms did not contain hard body parts and consequently rarely survived
as fossils. In a first step toward multicellular organisms, single cells
might have stuck together to form a bigger mass, or multicellularity
might have occurred as a consequence of cells failing to separate fol-
lowing division. The initial selective advantage of such clusters of undif-
ferentiated cells still remains unclear. Whatever the advantages might
have been of staying together, it was the mass of eukaryotic cells that
further progressed and gave rise to the variety of today’s multicellular
organisms. Before looking at this process, let us first look at the differ-
ence between prokaryotic and eukaryotic cells.
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CLINICAL BOX 10.1
Otoacoustic Emissions

Otoacoustic emissions are the sound that a mammalian inner ear produces
and that a practitioner detects with sensitive microphones at the external
ear to determine if there is sensorineural hearing loss (damage to auditory
cells, nerve or brain structures, in contrast to damage to conduction struc-
tures). Yes, you read correctly. The inner ear is not only receiving and trans-
mitting sounds to the brain, but also producing them as well. The sources
of these tiny otoacoustic sounds are outer hair cells.

The cochlea contains two types of hair cells: inner and outer hair cells, as
can be seen in Fig. 2.9. Inner hair cells send electrical signals toward the
brain via the auditory nerve. Inner hair cells transform the mechanical dis-
turbances caused by the sound waves into electrical information by open-
ing membrane channels at the tip of their displaced stereocilia. The opening
of the channels causes ion fluxes according to the electrochemical potential
of the ions, which consequently changes the inner hair cell membrane
potential (see Sec. 10.3.3). Membrane potential changes provide signals
that can be transmitted from cell to cell until reaching the brain, where they
are perceived as sound. Outer hair cells operate very similarly to inner hair
cells in that they open membrane channels when their stereocilia are dis-
placed, which causes a change in membrane potential. However, in contrast
to inner hair cells, the change in membrane potential of outer hair cells
leads to their vibration along the cells’ long axes in synchrony with the fre-
quency of the incoming sound or in a stable phase relation. This cellular
movement, or electromotility, is transmitted by the ear’s conducting struc-
tures to the outside, hence in opposite direction to the externally produced
sound waves, and can be detected at the ear auricle as internally pro-
duced sound waves, or otoacoustic emissions.

In that way, outer hair cells can be compared to piezoelectrical crys-
tals such as quartz or barium titanate: When subjected to a voltage, the
shape of the crystal/hair cells changes; when subjected to mechanical
stress, a voltage/membrane potential is induced. By comparison, the hair
cell’s piezoelectric coefficient (~20 � 10�6 Coulombs/Newton) is extraordi-
nary and about 5 orders of magnitude greater than that of the crystals 
(2-4 � 10�12 Coulombs/Newton for quartz and 140 � 10�12 Coulombs/Newton
for barium titanate). Biologically, mammalians use the piezoelectricity
of outer hair cells to extend their hearing range and to improve frequency
discrimination which allowed for instance the development of speech.
Clinically, the piezoelectricity of outer hair cells is detected as otoacoustic
emissions. The clinical procedure has become the standard of care in the
screening of cochlear function, at least for infants and uncooperative
patients. 



10.1.1 Prokaryotes and eukaryotes

Although a matter of debate, many scientists believe that life on Earth
arose only once and all living cells have one last universal common
ancestor (LUCA) which appeared about 3.5 billion years ago. The most
widely accepted theory is still that the first life forms to arise from
LUCA were prokaryotes, organisms that today are very numerous
and live in almost every habitat. Based on cell structure and metabo-
lism, prokaryotes comprise bacteria and archaea, the latter being for-
merly called archaebacteria. In a phylogenetic tree based on RNA data,
archaea are an independent third branch of life, parallel to bacteria
and eukaryotes. Prokaryotes are nearly always unicellular, but may
form colonies, masses of undifferentiated cells, that stay together even
though they are capable of living individually. The main characteristic
to distinguish prokaryotes from eukaryotes is that prokaryotes are
organisms without a membrane-bound nucleus (“pro”—Greek: before,
“karyo”—Greek: nut or nucleus). Their DNA is contained mostly in a
nucleoid region, but in some bacteria it is also dispersed throughout the
cell in the form of small rings called plasmids (see Fig. 10.1).

A eukaryote is an organism made of one or more complex cells with
each containing the typical set of organelles that were presented in
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Prokaryotic cell
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Figure 10.1 Idealized prokaryotic and eukaryotic cells. The prokaryotic DNA is con-
tained in a nucleoid region and dispersed throughout the cell in plasmids, while the
eukaryotic DNA is contained in a membrane-bound nucleus. Eukaryotes possess more
types of organelles than prokaryotes and also membrane-bound organelles. Prokaryotes
have a cell wall composed of peptidoglycans. Many types of eukaryotic cells also have
cell walls, but none made of peptidoglycan. Please note that a eukaryotic cell is typically
10 times the size of a prokaryotic cell. Archaea look like a typical prokaryotic cell, but
were recently phylogenetically separated from bacteria. 



Chap. 2. Eukaryotic organelles are structurally more complex compared
to prokaryotic organelles and several eukaryotic organelles are enclosed
by lipid membranes that resemble the cells’ plasma membranes. The fea-
ture that gave the eukaryotic domain (also called eukaryotic super-
kingdom or empire) its name is the fact that the genetic material is
enclosed in a membrane-bound nucleus (“eu”—Greek: true). Eukaryotes
comprise animals, plants, and fungi, which are mostly multicellular, and
protists, which can be uni- or multicellular. Protists include animal-
like protists (for instance protozoa), plant-like protists (for instance
algae), and fungus-like protists (for instance molds). Figure 10.1 shows
models of a typical eukaryotic cell and a typical prokaryotic cell that
demonstrate the key differences between them.

The first eukaryotes appeared about 1 to 2 billion years ago and since
then, eukaryotes have developed into multicellular species with increas-
ing complexity. Many creative forces have been discussed that led to mul-
ticellularity and cell differentiation. The larger size of multicellular
organisms may have been of advantage for predator evasion and for
enhanced uptake and storage of essential nutrients. Cell differentiation
may have followed the vertical orientation of the organisms, with bottom
cells attaching to the ground and resisting waves and top cells compet-
ing effectively for light and nutrients. Cell differentiation required the
development of the ability to exchange information and resources
between the cells. Increasingly more complex interactions between cells
furthered the division of labor and led to increasingly more complex
interactions with the environment, which promoted the development of
new species in a sort of “ecological engineering process.” Numerous
forms of ecological interactions, including mutualistic, symbiotic, and
parasitic interactions, have been presented to explain natural selection
and the advancement of species. Another fundamental force in the emer-
gence of new species with increased fitness was most likely cooperative
behavior, which includes activities that benefit other members of the
same species despite a potential cost to the individual. The evolution-
ary process of new biological species filling many ecological niches is
called adaptive radiation. At present, there are close to 100 million
different multicellular species living in different habitats on Earth.

10.1.2 Sexual reproduction and meiosis

The adaptive radiation of species would not have happened if repro-
duction of the early multicellular organism occurred only by mitotic
duplication of each of its individual cells. The organism would have
remained little more than a colony of eukaryotic cells with a low level
of specialization. The reason is that the undifferentiated cells that
retained their original totipotent condition would have been better at
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reproducing compared to the specialized cells, with the consequence
that the generalists would have continually outgrown the specialists.
Sexual reproduction solved this problem by freshly recreating each
new organism from one single cell while transmitting the command for
cell differentiation from cell to cell. It must have been an advantage for
certain eukaryotes to develop double strands of genes (diploid) for redun-
dant information storage. Such a double set of genes also allowed for the
repair of a damaged gene by the undamaged copy via genetic recombi-
nation. To reproduce, the diploid organisms then found a way to com-
bine genes from two parents rather than simply cloning their cells so
that sexual reproduction evolved into meiosis followed by fertilization.

Meiosis is the production of gametes (eggs and sperm) with a hap-
loid (50% reduced) set of genetic material. The reduction of the genome
happens during the first division of meiosis when the diploid genetic
material is separated into two clusters, around each of which forms a
haploid daughter cell. During the first meiotic division, genetic recom-
bination occurs, similar to the gene exchange in case of damage. Paired
homologous chromosomes exchange some portion of their DNA by
crossover, which means that each DNA strand breaks apart and recon-
nects to the homologous strand. The haploid cells generated by the first
meiotic division divide again by normal cell division with the end result
of four haploid cells, the gametes. The second meiotic division is simi-
lar to mitosis, which was explained in Chap. 8, except that there is no
S phase.

As gametes, four sperm are created in the male sex, and one egg and
three polar bodies are created in the female sex. Crossover, genetic
recombination, and any kind of mutation ensure that no two gametes
formed as the result of sexual reproduction will be exactly the same.
Figure 10.2 shows the diplontic gametic life cycle, of which humans are
part. One of the haploid gametes from each sex combines during fertil-
ization to create a diploid zygote of a new individual, which is geneti-
cally different from the male or female parent. The diploid zygote then
divides by mitosis to create further diploid cells of the growing organ-
ism. Hence, both meiosis and fertilization allow for the mixing of the
gene pool and the generation of offspring that differ genetically from the
parents. The development of new organisms that are not merely copies
of the parent organisms allowed selective adaptation to occur since
there were always some descendants that could deal with changing
environmental conditions that might have led otherwise to the extinc-
tion of the species.

Sexual reproduction is not only part of the gametic life cycle but also
of other animal life cycles. These life cycles are mostly different from the
gametic life cycle in that the living adult organisms are either haploid
or alternate between haploid and diploid states. Additionally, in plant life
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cycles there is an independent gametophyte stage between the meiosis
process and the production of gametes. But in all cases, meiotic cell divi-
sion serves to reduce the chromosome number from diploid to haploid,
and fertilization initiates biological reproduction.

On the other hand, sexual reproduction is not necessary for an organ-
ism to survive and to grow. In fact, asexual reproduction without
the involvement of another individual is a well-known strategy of many
multicellular eukaryotic organisms. Similarly, prokaryotes don’t use
the complex processes of meiosis or mitosis for cell division. A prokary-
otic cell basically grows, replicates its DNA, and then divides into two
new cells in a process called binary fission. Recent genetic evidence
seems to suggest that prokaryotic evolution relied mostly on horizon-
tal gene transfer (transfer from one species to another) to create new
species. (By contrast, vertical gene transfer occurs when genetic mate-
rial is passed from the parents to the offspring). Today, DNA sharing and
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Figure 10.2 Gametic animal life cycle. Life cycle patterns of different life
forms vary considerably, but they all result in offspring (juvenile) that resem-
ble their parents (typically male and female). In organisms with sexual
reproduction, the process of meiosis forms haploid gametes (sperm, egg) that
have a 50% reduction in the amount of the genetic material. Gametes fuse
during fertilization to form the diploid zygote with the full amount of genetic
material. From the zygote, the organism grows and differentiates by mitotic
cell division.



mutations are the main tools to generate bacterial diversity. The new
molecular evidence has made some scientists revisit the models of the
origin of life. They propose that prokaryotes followed eukaryotes in evo-
lution, rather than the reverse as discussed in Sec. 10.1.1. In the new
model, prokaryotes developed from eukaryotes by losing the cell nucleus
and the related complex processes for reproduction and found a quicker
way to change their genetic material to adapt to new food sources and
environmental changes. Either way, the fact remains that during
several billion years of evolution, prokaryotic organisms remained
unicellular with some rare exceptions, while eukaryotes progressed
toward multicellular complex life forms.

Although the development of sexual reproduction is mainly praised for
the generation of offspring with genetic diversity, the alternation between
haploid and diploid states was of equal evolutionary importance for the
success of multicellular eukaryotes. We discussed the importance of hap-
loid cells, which served as gametes, fusing to form new diploid cells. Since
all diploid cells of the eukaryotic organism derived from a single cell by
mitosis, all cells were principally identical and could be governed by one
common organizational plan with increasingly more complexity. The
capacity of eukaryotes for morphological differentiation, multicellularity,
and large size allowed them to outpace prokaryotes and led to the modern
world of complex organisms (Butterfield, 2000).

The oldest known eukaryotic multicellular organisms with sexual
reproduction seem to be a type of red algae named Bangiomorpha pubes-
cens that was found fossilized within a 1.2 billion-year-old rock
(Butterfield, 2000). For comparison, the Earth is thought to be 4.6 billion
years old, the great extinction of the dinosaurs was about 65 million
years ago, and Homo sapiens arose in East Africa about 200,000 years
ago. The red algae fossil indicates a minimum date for the beginning of
the eukaryotic evolution. There have been records of older multicellu-
lar organisms but they are difficult to distinguish as an independent sex-
ually reproductive group from groups that include colony-building
eukaryotes.

10.2 Cell Features

Our detour into the evolution of sex and multicellularity reminds us of
a principle that is important to recognize for answering the question:
“What determines the features of a cell?” This principle is that every cell
within our body originated from one common ancestor, the egg or oocyte,
and hence has the same set of genes despite the fact that most cells are
differentiated cells with special features. The heart cell that becomes an
expert in repetitive contraction also contains the genes that make neurons
transmit information, as well as the genes that instruct gastrointestinal
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cells to absorb nutrients. This principle applies not only to the cells in
the human body, but also to the cells in a mouse, in a fly, or in moss; in
other words to all cells within any living organism. Hence, let’s first have
a look at what specialized cells have in common and what is different
between them.

10.2.1 Common cell features

All living cells use genes for transmission of hereditary information,
which distinguishes the growth of living matter from the growth of
nonorganic material such as a crystal. The genetic information is pro-
grammed in a chemical code (DNA), which is transcribed into an inter-
mediary form (RNA) and subsequently translated into proteins.
Nucleotides are the building blocks for the synthesis of DNA and RNA
in all cells, and amino acids are the building blocks of all proteins (see
Chap. 1). The universal use of DNA and RNA means that a human gene
introduced into a plant can be read, interpreted, and copied by the plant,
and in reverse, a human cell would be able to read and understand
genes from a plant. An emerging biotechnology industry uses this prin-
ciple to make plants and bacteria produce human substances such as
insulin, vaccines, or hemoglobin-like molecules. Such gene transfer hap-
pens fairly commonly in nature between prokaryotic bacteria and is
one reason for the development of antibiotic-resistant strains, but gene
transfer is rare between eukaryotic cells.

Genes instruct cells how and when to build the proteins that allow the
cells to create their structures and perform their specific functions. Until
recently, it was thought to be a universal principle that one gene gener-
ates one protein. When the human genome sequencing project revealed
that a human cell has about 25,000 genes, researchers needed to explain
how these relatively few genes could be enough to account for a complex
organism such as a human being. After all, it was previously estimated
that humans have at least 100,000 genes due to the presence of about
100,000 different proteins. Obviously, one gene must result in the syn-
thesis of several proteins, a process that is discussed in more detail in
Sec. 10.2.2. The one-gene, one-protein model has been revised to say
that a gene is the DNA sequence that is transcribed into RNA, but that
there is no one-to-one correlation of RNA to protein (Ast, 2005). Some
RNAs are never translated into proteins but instead have regulatory
functions on gene expression. The remaining RNAs undergo various
modifications before being translated into multiple proteins. Although the
conundrum has not yet been fully resolved, it is obvious that the number
of genes does not correlate with the sophistication of the species. After
all, a corn cell has about 40,000 genes and the roundworm Caenorhabditis
elegans, a model organism in the laboratory, has about 19,000 genes.
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The proteins that are generated from the DNA code are used by all
cells in a similar way. Proteins form transporters and channels for mate-
rial that must cross the plasma membrane of cells (Chaps. 4 and 6).
Proteins are used as signaling molecules for information transfer
and information processing within cells (Chap. 4) and between cells
(Chap. 6). Proteins are used as regulators of gene processing (Chap. 7)
and as regulators of cell cycle progression (Chap. 8). And finally, proteins
are used by all cells as enzymes (Chap. 3). Enzymes are necessary for
the cell to survive since they act as catalysts and hence allow cellular
reactions to occur in a timely manner. Enzymes act by lowering the
energy that is required for a given reaction to occur, which introduces
another common principle that applies to all cells. The principle states
that maintaining a cell is only possible through the continuous input of
free energy. This was explained in Chap. 1, together with the introduc-
tion of adenosine triphosphate (ATP) as the universal energy carrier of
all cells. Every cell produces and consumes large amounts of ATP to drive
other chemical reactions. Chapter 5 introduced these energy conversion
processes and presented mitochondria and chloroplasts as places of ATP
generation.

Billions of years ago, as now, the availability of energy was of great
importance for a cell to be competitive and a major driving force for the
development of eukaryotes from prokaryotes. The endosymbiontic theory
proposes that originally mitochondria and chloroplasts were small
prokaryotic cells that were able to produce large amounts of energy.
This was so attractive to larger prokaryotic cells that they engulfed the
smaller cells without digesting them. The double membranes around
mitochondria and chloroplasts and the presence of DNA within these
organelles are features that support the endosymbiontic theory. The
benefit to the host and the symbiont was so great that, presently, there
are almost no eukaryotic cells without mitochondria, and photosyn-
thetic eukaryotes cannot survive without chloroplasts.

10.2.2 Features that make cells different

By now, we acknowledge that during the growth of the organism, cells
don’t lose genes in order for the cells to become different from one
another. To understand why a heart cell differs from a kidney cell, or why
one cell continues to divide while a different cell lost this ability, we have
to look at differential gene expression. Different cells activate and
express different genes at different times at different intensities, and
this leads to an individual gene expression pattern for a particular cell
type. In humans, one would expect this pattern to differ in about 2,000
to 4,000 genes between a heart cell and a kidney cell, or a skin cell and
a neuronal cell. Cells that are more closely related such as B cells and
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T cells (both immune cells) might differ in the expression of about 400
genes. These estimates result from DNA microarray analysis, a gene
expression profiling technique that is presented in Application Box 7.2.
Such analyses, as well as other genomic analyses, have also revealed
that only a small fraction of all genes are expressed in any given cell at
one time and that about 100 to 200 of these are signature genes that
are commonly expressed by all cell types in an individual.

Genome analyses further revealed that the genome of the modern
human is 99% identical with the genome of the chimpanzee and 99.9%
identical with the genome of a Neanderthal. From evolutionary trees cre-
ated on the basis of genomic comparisons, it is estimated that hominins
(the ancestors of the human race) finally separated from the great apes
only about 5.3 million years ago. This is very different from the case with
bacteria, where a disease-causing variant of the gut bacteria Escherichia
coli (E. coli) differs in its genome by 26% from the harmless variant,
which belongs to the same species. A similar difference imagined in the
human population would mean that about one-third of the genes would
be different from individual to individual, instead of the 0.1% currently
believed. This number might be corrected to 1% due to a recent discov-
ery that many individuals have more than two copies of their genes
and that this “multiple copy number” might be highly variable between
individuals.

However the correct numbers might turn out, they are still relatively
small. This leaves us with the questions of how modern humans have
become so different from apes and how individuals can be so different
from one another despite their gene similarities. The answer is very sim-
ilar to the one that provided the explanation for the differences between
cell types within an organism that operate with the same gene collec-
tion: It is not primarily the number of genes that determines the char-
acteristics of an organism, but the differential expression of genes into
mRNAs and proteins. Despite DNA similarities, the mRNA pattern of
a human cell is quite different from the pattern of a comparable cell in
apes and between one person and the next. The mRNA pattern is made
unique by alternative splicing, which refers to the modifications that
occur at the first DNA transcript (pre-mRNA) and then lead to the sub-
sequent substantially larger number of mature mRNAs which are trans-
lated into proteins (for details, see Chap. 7). Although alternative
splicing has been known for a long time, the extent of its importance for
the development of diversity was only recently realized.

Complex gene regulation is the basis for the presence of distinctive
cells and organisms. There is a complicated control system that dic-
tates not only which genes are read in which cell, but also at what time.
It is well known that cells can respond within minutes to changes in their
environment with changes in their gene expression. For instance, one
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response of the pancreatic beta cell to high blood glucose levels is to acti-
vate genes for production of more insulin. This minute-to-minute control
of differential gene expression happens mostly at the initiation of gene
transcription as described in Chap. 7. In addition to fast and highly flex-
ible gene control, eukaryotic cells developed long-term measures that pre-
vent inadequate gene transcription at inappropriate times. These include
packaging of eukaryotic DNA into chromosomes, silencing of DNA parts
by methylation, and biochemical alteration of histone proteins.

Recent evidence shows that gene expression is controlled in a more
global way than previously thought. For instance, it was believed that
gene regulatory proteins bind to DNA sequences close to the sites where
RNA polymerase begins to read the code. While that is still true for
prokaryotes, it is now known that the DNA of eukaryotes bends and
loops in such a way that regulatory proteins can influence the tran-
scription of genes close by, at the same time that they influence genes
that are thousands of nucleotides away. Gene regulatory proteins always
influence the transcription of several genes, even in prokaryotes. For
instance, the catabolite gene activator protein (also known as the cyclic
AMP receptor protein), when bound to the DNA of E. coli, influences the
transcription of several genes that code for enzymes involved in the
metabolism of sugars, and hence globally regulates the bacterial energy
metabolism. One can imagine the added level of complexity in eukary-
otic gene regulation, where a multiplicity of regulatory proteins and
transcription factors create gene regulatory networks which often
include dynamic feedback loops, and where one protein in one regula-
tory complex might play a different role in another complex.

Gene expression can also be regulated after transcription. Changes
can be made to mature mRNAs, and the transport of mRNAs from the
nucleus to the ribosome can be regulated. Lastly, proteins can be mod-
ified in many ways after they are synthesized, a process that is called
posttranslational modification. In summary, regulation at the DNA,
RNA, and protein level allows for the fine-tuning of gene activity in
response to multiple stimuli. It seems clear that there is a long road
ahead to travel in unraveling the mystery of 25,000 genes. Although we
have already come a long way toward understanding how cells coordi-
nate the well-timed activation and inactivation of genes, there has been
little success in inducing these changes artificially. Gaining such con-
trol over the cell’s regulatory processes will open new therapeutic
approaches for a wide variety of diseases.

10.3 Determination and Differentiation

By now, we have learned that the characteristic features of a cell are deter-
mined by differential gene expression. In the human body, differential gene
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expression leads to 210 to 220 distinct cell types. The process by which
cells gradually become committed to develop into a specific cell type
with a specific pattern of gene expression is called cell determina-
tion. It is followed by cell differentiation which results in a charac-
teristic cell type such as a muscle cell or a nerve cell. The regulatory
mechanisms that control the cell-specific pattern of gene expression are
passed from cell to cell as a “developmental memory.” The study that
investigates the molecular nature of this memory is called epigenet-
ics. Two mechanisms that are involved in the epigenetic preservation
of gene activity patterns are DNA methylation and posttranslational
modification of histone proteins. The addition of methyl groups to DNA
is the most common chemical modification of DNA. It can alter gene
expression without affecting the DNA sequence and it can be inherited.
Similarly, it can be shown that the posttranslational modifications that
occurred to histones in the parental cells are preserved through cell divi-
sion and provide for the daughter cells a “molecular bookmark” about pre-
viously active locations of the genome. For transcription to actually occur
at these memory marks at the end of mitosis, other molecules such as non-
histone proteins and noncoding RNAs have to be involved. In general, the
memory of cell transcription is closely associated with significant cell
cycle events such as mitosis, nuclear organization, and cell replication
which were presented in Chap. 8.

Now that we understand the heritable nature of cell determination,
let’s have a look at the process of becoming committed to a specific pat-
tern of gene activity to eventually mature into a differentiated cell.

10.3.1 Cell lineage

The line of the cell divisions that occur to generate specific cell types
is called cell lineage. The fate of a cell within a cell lineage is usu-
ally predetermined in lower organisms, but flexible in higher organ-
isms. Roundworms are an extreme example of lower organisms in
which every single cell has a predefined function. For instance, the
complete cell lineage of Caenorhabditis elegans, a 1 mm-long round-
worm that lives in soil, has been recorded from the zygote to the adult
worm. The adult worm has exactly 959 somatic cells, (after growing
1090 cells and eliminating 131 by apoptosis), with 300 of them being
neurons and 81 of them being muscle cells. In contrast, the fate of fetal
cells from higher organisms is largely determined by the types of envi-
ronmental signals that each cell receives. Each cell reacts in response
to the chemicals produced in its immediate environment and responds
by activating or inactivating certain genes, a principle that was
described in Chap. 9 for the development of a limb (see Fig. 9.8). The
information that a particular cell receives depends on its position

From Cells to Organisms 267



within the embryo. This positional information can be traced back to
the zygote, which contains cytoplasmic differences that give rise to dif-
ferent cell lineages. These positional differences within the fertilized
egg, including variations in proteins and mRNAs, are called cyto-
plasmic determinants.

Early during embryogenesis, the signals are transient in nature. But
when undifferentiated stem cells divide and gradually become commit-
ted to specific pattern of gene activity and hence to a specific phenotype,
the process becomes irreversible. Once a mammalian cell has become
specialized, it generally cannot turn into any other type of cell. Within
a cell lineage, the determination of the cells is increasingly constrained
as stepwise cellular differentiation occurs so that stem cells change
from being totipotent to pluripotent to multipotent to, finally, being spe-
cialized cells (for details, see Chap. 8). Constraining differentiation is
accomplished by constraining gene expression, by which initial regula-
tory genes constrain subsequent regulatory genes, ultimately restrict-
ing the offspring cells to the same cell types as the parental cells.
Important mechanisms that are involved in these transitions are known
as positive feedback cycles.

10.3.2 Size and shape of cells

It is well known that differentiated cells can have many sizes, forms,
and shapes. For instance, Fig. 6.6 shows large Purkinje cells and small
granule cells as two types of nerve cells with fundamentally different
appearances. The size and shape of these neurons is determined by
their functions in that the large dendritic tree of the Purkinje cell serves
as a collection area for information input from many other neurons,
while the small projections of the granule cell are sufficient to transmit
information onto neighboring cells. This raises the question of whether
a cell can infinitely increase its size if it serves its function. The answer
is no. As a cell grows larger, the volume becomes too large relative to the
surface area to allow sufficient movement of water, nutrients, oxygen,
and waste across the cell membrane.

Figure 10.3a presents a cube as a simplified model of a cell or a single-
cell organism to show that the changes of the total surface area to
volume ratio become unfavorable for the cell, or organism, with increas-
ing size. As the length (L) increases, the surface area to volume ratio
(S/V) decreases. The result is that when the cell or organism gets too big,
it will starve from lack of incoming nutrients or poison itself with wastes
that cannot be excreted rapidly enough. The maximal size of a spheri-
cal cell with tolerable S/V ratio is close to 10 to 12 �m (Fig. 10.3a). One
example is lymphocytic white blood cells, which typically vary in size
from 6 �m up to 15 �m.
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There are several ways that cells overcome the problem of being lim-
ited by diffusion and transport capacity across their membranes.
Somatic cells often overcome the limitations by taking on a shape
with a high S/V ratio. Many cells are elongated instead of being spher-
ical and/or develop cytoplasmic branches. That way, the surface area
is increased with a proportionally smaller increase in cell volume.
Figure 10.3b shows that a cuboid (rectangular parallelepiped) with the
same volume as the cube (125 �m3) has an increased surface area (330 �m2

compared to 150 �m2), which indicates that the S/V ratio of elongated
cells is more favorable than the ratio of spherical cells. The previously
mentioned Purkinje cells are examples of cells with enormously
increased total surface area. Another example are bone cells, which
extend long thin cellular processes deep into the extracellular matrix to
overcome the problems associated with a low S/V ratio while at the
same time being able to deposit large amounts of extracellular bone
material.

Many other cells have developed characteristic shapes that increase
their surface area without compromising their function. A good exam-
ple is the red blood cell. The circular biconcave shape (see Fig. 10.3b)
increases its surface area by about 44% compared to a spherical cell with
the same volume, but still allows the red blood cell to fit through small
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Figure 10.3 Surface area (S) to volume (V) ratio of a cell. (a) Changes of the total surface
area to volume (S/V) ratio become unfavorable for a spherical cell or organism with
increasing size (L: length of a cube, R: radius of a sphere). (b) A cuboid with the same
volume as the cube has an increased surface area, resulting in a more favorable S/V ratio.
By having a biconcave shape, a red blood cell increases its surface area by about 44% and
becomes a cell with a more favorable S/V ratio compared to an isovolumetric spherical cell. 



vessels and to endure shear stress encountered when leaving the vessel
and being squeezed into the surrounding tissue. While some cells adjust
their overall shape, like red blood cells, other cells develop special intra-
cellular structures that help ensure vital exchange of nutrients and
waste with the environment. An extreme example is the green alga
Caulerpa, a marine single-celled organism that can be up to 1 m in
length. Caulerpa developed fluid-filled sacs that squeeze its cytoplasm
toward the cell wall into a 5 �m-thick layer, and therefore has a S/V ratio
comparable to other, smaller cells.

While Caulerpa is the largest single-celled organism, the egg of an
ostrich is the largest cell that a living higher organism produces. It can
weigh 1.5 kg (3.3 lb)! Birds, together with reptiles and mammals, belong
to the taxonomic unit of amniotes, which owe their name to their evolu-
tionary invention of an amniotic egg. An amniotic egg is massive in size
and has yolk content, which resulted in the evolutionary advantage of
providing bigger offspring. To keep the large egg cell alive, a unique set
of supporting extraembryonic structures developed—the amniotic fluid
for water supply, the allantois for waste collection, and the chorion for
gas exchange in combination with the allantois. The yolk sac allows stor-
age of nutrients that provide for the rapid series of cell divisions after
fertilization.

Another possibility to compensate for the changes in the S/V ratio that
are associated with increases in cell size is the variety of membrane
transport processes that have developed and which are presented in the
following section.

10.3.3 Membrane transport

Cells use four basic types of transport processes across membranes as
shown in Fig. 10.4:

1. Simple diffusion that requires concentration gradients,

2. Facilitated diffusion that requires concentration gradients and car-
rier proteins,

3. Active transport that requires carrier proteins and ATP, and

4. Pinocytosis or phagocytosis that involves vesicle formation and
requires ATP.

Diffusion is the tendency of molecules to spontaneously move from
a region where they are more concentrated to a region where they are
less concentrated (down the concentration gradient). The rate at which
the molecules move through a defined area depends on the concentra-
tion gradient of the molecules. Cells frequently use simple diffusion for
transport of molecules, not only through membranes, since it has the
enormous advantage of not requiring energy. The diffusion of water
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down its concentration gradient is called osmosis. But diffusion has two
major disadvantages for cell functioning. First, it is slow since it has a
square root dependence on time indicating that moving 10 times farther
will take 100 times longer. This does not affect the transport across a
membrane so much as it does the transport across a cell or the trans-
port between cells. Second, diffusion through a membrane barrier is
influenced by the size, the charge, and the lipid solubility of the mole-
cules to be transported. This limits transport across membranes since
most biologically relevant substances except for small hydrophobic mol-
ecules cannot readily pass through lipid bilayer membranes.

For diffusion of large and hydrophilic molecules across membranes, a
broad range of carrier proteins have been developed to facilitate diffu-
sion. The carriers bind molecules and transport them across membranes
down the concentration gradients and hence still don’t require energy.
An example is the GLUT-1 carrier which facilitates glucose transport
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Figure 10.4 Membrane transport. Small molecules can be
passively transported by simple or facilitated diffusion, which
does not require energy, or they can be actively transported
by primary or secondary transport, which requires energy.
Large molecules are expelled from cells by exocytosis, and
ingested into cells by endocytosis, either by phagocytosis in
case of particles, or by pinocytosis in case of solutes. For
details, see Sec. 10.3.3.



across the human red blood cell membrane. Although facilitated
diffusion often substantially speeds up diffusion, it is much slower
than transport through channels because the binding of the molecules
and the conformational changes of the carrier during transport take
time. The transport of molecules through channels was presented in
Chap. 6.

Transport against concentration gradients requires energy-driven
pumps (ATPases) and is called active transport. Primary active
transport uses energy directly to transport molecules across a mem-
brane (see Fig. 10.4). Secondary active transport takes advantage
of an ion gradient which was established using energy-driven ATPases
(for details, see Sec. 10.3.4). There are three classes of ATPases, all
of which are present in most cells with few exceptions. Mitochondria
possess ATPases that are used to synthesize ATP (F-type, see Fig.
5.10). Lysosomes and other vesicles contain ATPases that lower the
pH within the vesicles (V-type). Plasma membranes and membranes
of organelles such as endoplasmic reticulum contain ATPases that
are critical to the maintenance of the characteristic ion gradients
found in nearly all cells (P-type). They include Na�-K�-ATPases and
Ca2�-ATPases.

When molecules are too large to fit through channels, or cannot be
transported by carriers, they are brought into the cell by endocytosis
or expelled from the cell by exocytosis (see Fig. 10.4). Large particles
are incorporated by phagocytosis; large amounts of solutes are ingested
by pinocytosis. These elaborate and highly regulated processes are
described in Chap. 2.

10.3.4 Membrane potential

In every living cell, ions are asymmetrically distributed across the cell
membrane with higher K�, lower Na�, lower Cl�, and lower Ca2� con-
centrations intracellularly compared to extracellularly (see Fig. 10.5).
The unequal distribution of ions also causes a separation of charge
across the cell membrane with relative excess negative charge on the
inside, and relative excess positive charge on the outside. Consequently,
ion gradients possess not only chemical potential energy due to the con-
centration gradient, but also electrical potential energy due to the
unequal distribution of charges. The fluxes of ions across membranes
according to their electrochemical potential, which depend on the per-
meability of the membrane to these ions, are balanced so that a stable
membrane potential is created. The asymmetric distribution of Na�,
K�, and Cl� across membranes and the presence of impermeant mostly
negatively charged macromolecules inside cells are the major con-
tributing factors to the membrane potential. In resting cells, the energy
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of ATPases is used to counterbalance any disturbances of the membrane
potential by transporting ions against their concentration and electri-
cal gradients.

The membrane potential is roughly 10 mV in nonexcitable tissue
and 60 to 90 mV in excitable cells, but a wide variety of potentials in
between these values can be found in various cells. Excitable cells are
special cells including neurons, sensory cells, and muscle cells that
generate meaningful electrical signals by selectively changing their
membrane permeability to Na�, K�, or Cl� via opening and closing of
the related channels. When fluxes of these ions lead to meaningful sig-
nals, that is, action potentials or generator potentials, the cells are
said to be “excited.” When the cells are not excited, their membrane
potential is generally called resting membrane potential. Changes
in membrane potentials are signals that are meaningful to all cells,
not only to excitable cells, and all cells react with cell-specific
responses.
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Figure 10.5 Separation of charges across cell membranes.
There are more Na�, Cl�, and Ca2� ions outside the cell
than inside. There are more K� and organic anions (A�)
inside the cell. Ca�� is stored inside the cell in organelles.
The relative excess of positive charges outside and the rel-
ative excess of negative charges inside the membrane of a
cell give rise to an electrical potential difference of about 70
mV in excitable cells such as neurons, sensory cells, and
muscle cells. This potential difference is called resting mem-
brane potential. For details, see Sec. 10.3.4.



Quantitatively, the resting membrane potential (Vm) of a cell is given
by the Goldman-Hodgkin-Katz equation 10.1:

(10.1)

where Vm � Resting membrane potential
R � Universal gas constant (2 cal/mol/K)
T � Temperature in K (at 37�C � 310 K)
F � Faraday constant (23 cal/mV/mol)
P � Permeability of charged particles
o � Outside of cell
i � Inside of cell

Much can be said about this equation. In our context, it is impor-
tant to recognize that the membrane potential is a weighted average
of the individual equilibrium potentials of the biologically important
ions Na�, K�, and Cl�. The “weight” stems from the membrane per-
meability (P). Since in many eukaryotic cells the membrane at rest is
about 50 times more permeable to K� than Na�, K� is the ion that con-
tributes most to the potential at rest in these cells. As soon as the
membrane permeability changes, for example, by opening Na� chan-
nels, Na� is the main ion to determine the overall magnitude of the
potential.

The asymmetric distributions of ions other than Na�, K�, and Cl� are
quantitatively unimportant for determining the magnitude of the mem-
brane potential in most cell types, but they are equally important for the
proper functioning of the cell. For instance, the asymmetric distribution
of Ca2�, intracellularly 10,000 times less Ca2� compared with the extra-
cellular space or the space within storage organelles, is a universal
mechanism for cell signaling (see Chap. 4). Every cell recognizes a
change in the intracellular free Ca2� concentration and responds to it,
which makes Ca2� the most common cell messenger that directly or
indirectly regulates nearly all cell processes.

After changes in membrane potentials and ion gradients have
occurred, either passively by membrane leakage or actively by opening
channels, the resting cell state has to be reconstituted by primary active
transport of ions. This active transport allows the membrane to main-
tain a constant resting membrane potential, constant concentration
gradients, and a steady-state condition even though most of the ions are
out of equilibrium. The fact that 75% to 85% of all ATP in the nervous
system, the muscles, and the kidneys is used to drive Na�-K�-ATPases
and Ca2�-ATPases underscores the importance of membrane transport
for the proper functioning of a cell.

Vm 5
RT
F

 ln 
PK [K1]o 1 PNa[Na1]o 1 PCl[Cl2]i

PK [K1]i 1 PNa[Na1]i 1 PCl[Cl2]o
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10.3.5 Cell polarity

Cellular asymmetry is a characteristic of almost all eukaryotic cells
and it is absolutely critical for the functioning of epithelia. To explain the
latter statement, let us use the example of an enterocyte, the epithelial
cell that lines the intestinal tract and absorbs nutrients through
microvilli (see Fig. 2.8). If we imagine the idealized cell in Fig. 10.4 to
be an enterocyte, the upper membrane part containing the carriers,
pumps, and channels would be the apical membrane, which faces the
intestinal lumen. The rest of the cell membrane would be the basolat-
eral membrane, which is close to blood vessels that transport the
absorbed nutrients away. In such an enterocyte, Na�-K�-ATPases would
need to be restricted to the basolateral membrane, while Na� carriers
would need to be limited to the apical membrane as shown in Fig. 10.4.

Basolateral Na�-K�-ATPases transport Na� out of the cell, in exchange
for K�, using an ATP-dependent process that results in a low sodium con-
centration inside the cell. Consequently, extracellular Na� wants to enter
the cell along its electrochemical gradient (see Sec. 10.3.3); it is, however,
restricted from doing so by the Na� impermeable lipid membranes. Na�

carriers in the apical membrane allow Na� from the gastrointestinal lumen
to enter the cell. Once inside the cell, the Na� is transported across the
basolateral membrane into the extracellular space, from where it enters
nearby blood vessels. Cell polarity, characterized by the unequal distri-
bution of Na� carriers and pumps, is necessary to maintain this Na� trans-
port across the enterocyte, from the gastrointestinal lumen to the plasma.

In enterocytes, Na� transport proteins often allow the passage of other
molecules such as amino acids or glucose, together with the passage of Na�,
and are then called cotransporters (see Fig. 10.4). Since the coupled
transport does not directly use ATP hydrolysis, but instead uses an ATP-
dependent Na� gradient to move molecules against their concentration or
voltage gradient, this type of transport is called secondary active trans-
port as already introduced in Sec. 10.3.3. Different transporters exist for
different substances that can be transported together with Na�. In addi-
tion to cotransporters, there are also countertransporters that trans-
port substances across cell membranes in opposite direction of the Na�

transport. Again, loss of the cell polarity would abolish these transport
mechanisms used by enterocytes for absorption of nutrients. Enterocyte
transport provides humans an intestinal absorptive capacity of 3.6 kg 
(7.9 lb) of glucose per day. This is an impressive safety factor since it is about
12 to 18 times more than a person of normal weight ingests daily. While
the capabilities of enterocytes are impressive, they cause us to face the prob-
lem of obesity when overindulging since everything that’s ingested is
absorbed, and could make one question the use of the term “safety factor.”

Although epithelial cells are good examples to present cell polarity,
note that asymmetry in cell shape, distributions of biomolecules, and cell

From Cells to Organisms 275



functions are a feature of all eukaryotic cells in one form or another.
Several mechanisms play a role in how cells maintain this polarity. Actin
filaments and microtubules (see Sec. 2.3.2), which are polarized them-
selves (having � and � ends), establish and maintain a certain cell mor-
phology as well as regulate intracellular transport between morphologically
different areas. The cytoskeleton additionally regulates the lateral dis-
tribution of integral membrane proteins. The cytoskeleton also main-
tains lipid rafts, which are specialized membrane domains enriched in
cholesterol and certain lipids. Scientists increasingly recognize the impor-
tance of lipids in regulating cell polarity and cell functions. For instance,
it is well known that glycosphingolipids (glycolipids derived from sphin-
gosine) provide a platform for clustering of signal transducers and can act
as second messengers to control signal transduction events.

In many cells, the filaments of the cytoskeleton inside cells are
linked to the junctions between cells and to the extracellular matrix
that fills the gap between cells. This material, directly outside of cells,
is presented next on our journey from cells to organisms governed by
morphogenesis.

10.4 Morphogenesis

Morphogenesis is the process that gives a developing organism a spe-
cific three-dimensional form. In the developing organism, cells tend to
find their positions before they specialize, rather than specializing before
they find their specific positions. Morphogenesis includes the hierar-
chical organization of cells into tissues, organs, and organ systems to pro-
vide the external shape of the organism as explained in more detail in
the following sections.

10.4.1 Cell junctions

Cell junctions are the links that physically or functionally connect
neighboring animal cells and are hence an important step toward the
development of tissues. There are three types of cell junctions: occlud-
ing junctions, anchoring junctions, and communication junctions (see
Table 10.1). Plant cells do not need structural reinforcement between
cells since they are encapsulated by a rigid cell wall, but they do inter-
act among each other via communication junctions.

Occluding junctions are more commonly called tight junctions, or
zona occludens when reaching around a cell like a belt. They are crucial
elements that seal cells together so that they act as a whole functional
unit instead of individual entities. Tight junctions prevent, or occlude, the
movement of membrane proteins between the apical and basolateral cell
membranes and hence are important structural elements to maintain cell
polarity (see Sec. 10.3.4). Tight junctions also occlude, or better regulate,
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the inter- or paracellular passage of small molecules and water. Although
tight junctions allow epithelia to act as barriers, the name “tight” is some-
what misleading. For instance, tight junctions in the gastrointestinal
epithelium are semipermeable, having the highest permeability in
the duodenum and the lowest permeability in the rectum, consistent with
the physiological requirements for absorption of nutrients and water.
Nevertheless, tight junctions create compartments such as in the gas-
trointestinal epithelium where they successfully separate the luminal
contents from body tissue and even create a potential difference of about
3 mV in the duodenum and 40 mV in the rectum that could be measured
if electrodes were to be placed on both sides of the epithelium.

There are three types of cell anchoring junctions: adherens junc-
tions, desmosomes, and hemidesmosomes (see Table 10.1), which func-
tion to hold cells together when tissues are stretched. In all types of cell
connections, anchoring proteins extend through the plasma membrane
to link cytoskeletal proteins from one cell to the proteins of the next cell
and to the extracellular matrix.

The last type of junction, communication junctions, allows exchange
of small molecules and ions between cells. In animal cells, gap junc-
tions are formed when two identical plasma membrane channels, one
on each of the neighboring cells, join. Gap junctions create a syncytium,
which is the term to describe cytoplasmic continuity between cells.
Information exchange via gap junctions is crucial for many tissues and
organs to function properly. For instance, gap junctions connect heart
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TABLE 10.1 Cell Junctions

Alternate Names 
and Subcategories Characteristic Function

Occluding Tight junctions Membrane proteins Seal cells together
junctions such as claudins and Regulate

occludins form seal paracellular 
between adjacent cells transport

Anchoring 1. Adherens junctions Cadherin proteins 
junctions (zonula adherens or linked to actin

belt desmosome)
2. Desmosome junctions Cadherin proteins Hold cells in fixed

(macula adherens or linked to keratin position
spot desmosome) intermediate filaments

3. Hemidesmosomes Integrins link keratin
filaments to laminin
of basal lamina

Communication 1. Gap junctions Connexons form Regulate passage
junctions 2. Plasmodesmata channels across for small

plasma membranes of chemical or
adjoining animal cells electrical

Connect plant cells signals
to neighboring cells



muscle cells and allow the heart to contract as one functional unit.
Similarly, most smooth muscle cells are connected by gap junctions.

Plant cells are also able, like animal cells, to communicate with one
another. In plant cells, the plasma membranes and cytoplasm of neigh-
boring cells are connected by thin strands, called plasmodesmata, which
reach through pores in the cell wall. A plasmodesma allows the pas-
sive transport of small molecules as well as the active, energy-requiring
transport of larger molecules. Due to the presence of plasmodesmata,
plants can also be viewed as a syncytial cytoplasmic mass with many
cell nuclei instead of a multicellular organism.

10.4.2 Extracellular matrix

Extracellular matrix is any part of a tissue directly outside of animal
cells. It is produced and secreted by the cells and contains fibrillar pro-
teins such as collagens, which give strength, and elastins, which give
resilience. Extracellular matrix further contains nonfibrillar proteins
such as fibronectins, which bind to membrane receptors such as inte-
grins and to other components in the matrix such as collagen, fibrin, and
heparin. A soluble form of fibronectin exists in blood plasma. The last
family of common proteins in extracellular matrix is proteoglycans, which
provide the ground substance that fills intracellular gaps, but most likely
also contributes to intracellular signaling. Proteoglycans, also called
mucopolysaccharides, are composed of a protein core to which are attached
long chains of repeating disaccharide units termed glycosaminoglycans
(GAGs). Intercellular substance can be abundant, as in the matrix of
bone tissue or the plasma of blood, and it can be minimal, as in epithe-
lial tissue in which epithelial cells are aligned side by side with minimal
filling material between them. The intercellular matrix may contain spe-
cial substances such as hydroxyapatite [Ca10(PO4)6(OH)2] crystals of bone.

A special extracellular component that anchors epithelial cells to each
other at their basal ends is the basement membrane. The membrane
is composed of two cell-free layers, the basal lamina and the reticular
lamina, and has very important functions in various organs. For
instance, it acts as a molecular sieve in the kidney (Farquhar, 2006), and
lends stability to muscle cells. The importance of the latter becomes
obvious when it is lacking in congenital muscular dystrophy, where a
defective protein of the basement membrane causes progressive, ulti-
mately lethal muscle weakness.

10.4.3 Tissues

Combinations of extracellular matrix and functionally united cells are
called tissues. Tissue engineering is the discipline that aims at repairing
or replacing tissues with combinations of cells, engineering materials,
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and chemical factors (Langer and Vacanti, 1993). Application Box 10.1
describes an approach for the engineering of a blood vessel. Let us con-
sider the four main tissue types of advanced animal tissue and the three
main tissue types of advanced plants:
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APPLICATION BOX 10.1 
Vascular Tissue Engineering

Vascular tissue engineering is an interdisciplinary field that uses engineer-
ing principles as well as biological knowledge to develop effective prosthetic
vessels. The major clinical problem that is addressed by vascular tissue engi-
neering is that suitable autologous (from the same individual) vessels are not
available in up to 40% of patients who need them as bypass vessels or
replacement vessels (Yow et al., 2006). Although synthetic vascular pros-
theses have been used successfully, they exhibit a low patency (refers to the
openness of a tube) rate in small diameter vascular grafts (i.e., they clog due
to blood clots). Hence the need for a tissue-engineered replacement vessel.

The general approach to vascular tissue engineering is to attempt to con-
struct a graft which avoids thrombogenicity (blood clot responses) and
immunogenicity (immune responses) by using autologous cells to repopu-
late some type of tubular, biocompatible scaffold. These scaffolds may be
biological matrices or synthetic polymers, but in either case they must
allow for and encourage the growth of autologous smooth muscle cells and
endothelial cells in a configuration which allows the vessel to exhibit mate-
rial characteristics similar to those of native blood vessels. Biological scaf-
folds include (1) allogenic (from the same species) scaffolds or xenogenic
(from different species) scaffolds. They may also include (2) decellularized
nonvascular conduits and (3) collagen gels or matrices.

In 1998, L’Heureux et al. used smooth muscle cells and fibroblasts, sepa-
rately cultured, to create a tissue-engineered blood vessel. The generated
sheet of smooth muscle was wrapped around a tube to produce the tunica
media, or middle layer of the blood vessel. A fibroblast sheet was wrapped
around the smooth muscle layer to produce the tunica adventitia, or outer coat
of the blood vessel. After maturation, the tube was removed and endothelial
cells were seeded onto the lumen to produce the endothelium, the vessel layer
facing the blood. At this stage, it was demonstrated that all three cell types were
viable. In 2006, L’Heureux et al., now at Cytograft Tissue Engineering, Inc.,
California, reported that these tissue-engineered blood vessels had mechani-
cal properties that compared favorably with human arteries and surpassed
values reported for other in vitro vascular conduits. The burst pressures of the
engineered vessels were in excess of 3,000 mm Hg compared to a burst pres-
sure of approximately 2,000 mm Hg in normal human arteries. However, it took
approximately 28 weeks to produce a blood vessel. At the time of writing of this
book, the efficacy of the vessels is still being tested in animal studies. One crit-
ical issue will be decreasing the time required to produce an autologous tissue-
engineered vessel, but the future looks very promising for this technology.



Animal Tissues Epithelia line all body surfaces, cavities, and tubes in
animals. Epithelia are found for instance in the skin, the intestine, the
salivary glands, and the liver. Epithelia provide protection, regulate
exchange with the environment, and form glands. Epithelia are divided
into three major categories according to the shape of the cells. Squamous
epithelium contains flattened cells, cuboidal epithelium has cube-shaped
cells, and columnar epithelium consists of elongated cells. Further clas-
sification occurs according to the number of cell layers. For instance,
simple epithelia are formed by one cell layer only, while stratified epithe-
lia are composed of two or more cell layers.

Connective tissue provides the framework for all other tissues of
the animal. It is formed by cells that produce extracellular matrix.
Connective tissues exist in various forms and shapes, and the reader is
referred to histology books for their classification. Most types of connec-
tive tissue contain collagen, which makes it the most abundant protein
of the human body. Blood is also considered a form of connective tissue
since it is composed of cells and the extracellular matrix called plasma.

Muscle tissue is composed of highly specialized elongated animal
cells that contain the proteins actin and myosin. Actin and myosin form
filaments that slide past one another when activated to cause cell con-
traction. Contractions of skeletal muscle cells contribute to coordinated
voluntary movements and to breathing. Contraction of cardiac muscle
cells are the basis for automaticity and the rhythmic beating of the
heart. Contractions of smooth muscle cells lead to slow involuntary
movements of the gastrointestinal wall and contribute to the regulation
of blood pressure and blow flow when contracting in the arterial walls.

Nervous tissue contains neurons that generate and conduct elec-
trical signals in the body and glial cells that provide support to neurons.
There are three types of neurons: (1) sensory or afferent neurons that
transmit information from sensory organs to the central nervous system,
(2) motoneurons or efferent neurons that transmit information from
the central nervous system to muscles and glands, and (3) interneurons
that associate sensory neurons with motoneurons. The Purkinje cells
and the granule cells of the cerebellum that are shown in Fig. 6.6 and
discussed in Sec. 10.3.2 are motoneurons and interneurons, respectively.
Glial cells influence neuronal development, provide stability and nutri-
ents to mature neurons, and regulate the amount and composition of the
fluid around neurons. Overall, nervous tissue allows an organism to
sense and integrate internal and external stimuli to provide commands
for appropriate body responses.

Plant Tissues Dermal tissue forms the outer surface of the leaves
and of the young plant body. It is responsible for interaction with the
environment such as gas exchange and prevention of excessive water
loss. The dermal tissue of roots is involved with water and ion uptake.
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Figure 10.6 Organization of complex biological systems. Cells, the functional entities of
life, are composed of organelles and other cell structures, which are built from biomole-
cules. Cells structurally and functionally unite in tissues, tissues in organs, and organs
in organ systems, which are the functional entities of an organism. Multiple organisms
make up a population, composed of individuals that have similar attributes or are con-
fined to a similar space. Populations are part of ecosystems. Examples from the animal
kingdom are given on the left, and from the plant kingdom on the right. Most organelles,
cell structures, and biomolecules of animals are present in plants as well.

Ground tissue is the tissue of the leaf which manufactures nutrients
by photosynthesis, the tissue of the stem that provides stability, and the
tissue of the root that stores nutrients.

Vascular tissue provides the conduction structures of plants called
xylem and phloem. Xylem mainly transports fluid and nutrients from
the soil throughout the plant. Phloem transports sugars, amino acids,
and other small molecules from the leaf down to the roots and up to the
flowers, fruits, and seeds.

10.4.4 Organs, organ systems,
and organisms

Multicellular organisms are hierarchically organized using structurally
and functionally distinct elements that increase in size and complexity
from the bottom of the hierarchy to its top (see Fig. 10.6). The hierar-
chical level above tissues is organs. Organs are generally made of sev-
eral tissues, although one tissue predominates and determines the



principal function of the organ. For instance, the liver primarily consists
of glandular tissue which is a subcategory of epithelial tissue, but con-
nective, muscle, and nervous tissues are present as well. Examples of
plant organs are the root, the stem, the leaves, the buds, and the fruits.

Groups of organs that contribute to a particular set of functions are
called organ systems. For example, the liver is part of the digestive
organ system, which further includes other organs and tissues such as
mouth, stomach, intestine, liver, and pancreas. The human organism is
said to have 11 organ systems: circulatory, digestive, endocrine, excre-
tory (urinary), immune (lymphatic), integumentary, muscular, nervous,
reproductive, respiratory, and skeletal. A higher plant organism such as
a tree typically has two organ systems, one above the ground (the shoot
system) and one below the ground (the root system).

A population is a group of individuals that share one or more char-
acteristics and are part of an ecosystem. It might seem like a stretch in
a cell and molecular biology book to mention functional entities of biol-
ogy that are higher in the hierarchy than organisms. But in fact, it
might be the tasks of future bioengineers and other scientists to uncover
similarities in the principles that govern biological systems and to apply
this knowledge for improvement of societal well-being. Hence, we finish
the chapter and book with an outlook toward systems biology.

10.5 Systems Biology

The recent progress in molecular biology, especially in genome sequenc-
ing and high-throughput measurements, has provided an overwhelm-
ing amount of data (1) on the structural components and molecular
machineries of the cell and its organelles and (2) on the complexity of
intra- and intercellular communication. It was the purpose of this book
to provide an insight into the fascinating world of a cell. But just as a
book does not automatically create knowledge in an individual reader,
data are not automatically meaningful when collected. Databases on
gene regulatory and biochemical networks have provided an amazing
breakthrough in our understanding of cell components. Nevertheless,
the meaning of the networks can only be unraveled when studying
their dynamics, control, and design. One approach, systems biology,
attempts to develop models that integrate individual components at all
levels of biological organization, from genes to cells to higher hierarchical
elements. The complexity of biological systems on the one hand, and the
complexity of advanced computer technologies and engineering tools
on the other hand have been a barrier to dialog. However, whenever the
barrier is overcome, major advances can be made at the interface of
disciplines. For instance, a commonality between complex biological
systems and advanced engineering systems is the combination of their
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robustness and fragility at the same time. Just as a Boeing 777 is a
robust fully fly-by-wire system with obvious weaknesses, an organism
is a highly robust, autonomically controlled system that allows for
exploratory weaknesses. In his book, To Engineer Is Human, Henry
Petroski writes that in engineering design, “All successes lead to fail-
ures, and all failures lead to success.” This principle is explained fur-
ther in the following section using the example of homeostasis.

10.5.1 Homeostasis

The proper functioning of biological systems: cells, tissues, organs, organ
systems, and ecosystems relies on maintenance of a state that allows
acceptable efficiency. The maintenance of such an internal balance, home-
ostasis, is a common property of highly complex open systems (for a dis-
cussion on complexity, see also Application Box 10.2). Homeostasis of an
organism is the ability to react to every change in the environment
through a series of modifications of equal size and opposite direction
called negative feedback. Aresponse that amplifies a change in the envi-
ronment is called positive feedback. Although positive feedback further
destabilizes the system, it is used for fast dramatic changes that bring a
certain condition to another level which then can be fine-tuned by nega-
tive feedback. The goal of these modifications is to maintain the balance
of physical and chemical parameters in the internal environment.
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APPLICATION BOX 10.2 
The Complexity of an Aircraft and a Worm

Interdisciplinary research between engineers, mathematicians, and biolo-
gists requires dialog and the understanding of each other’s specific lan-
guage. To begin the dialog, common terms used in all the three disciplines
must be defined. Let us make an attempt to define the term complexity and
ask the stimulating question whether we consider an airplane or a worm
to be more complex?

The definition of complexity might relate the degree of complication of a
system to the number and intricacy of interfaces. In a similar way that the
complexity of a life form is increased by a higher number and sophistication
of sensory organs (interfaces with the environment), the number and sophis-
tication of input/output devices raise the complexity of an engineering system.
A recently updated model of the 1-mm worm Caenorhabditis elegans esti-
mates the external connection cost to consist of 200 sensory and motor neu-
rons wired to 20 sensory organs, 95 body wall muscles, and 1 representative
muscle for the vulva and anus, respectively (Chen et al., 2006). In a modern
aircraft, the number of interfaces would need to include the number of gauges,
meters, radios, control surfaces, and interactions between people and the air-
craft machine, the computer programs, and other complex tools.
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A more complete definition of complexity would include the number and
intricacy of conditional branches and the degree of nesting. Conditional
branches are some of the most powerful tools in any programming lan-
guage because they allow for decision making. Nesting is important because
it allows us to work out problems in multiple dimensions using “do-while”
or “if-then” type statements. The wiring diagram of our worm (about 97%
complete) lists 6,393 chemical synapses, 890 electrical junctions, and 1,410
neuromuscular junctions. The estimation of the modern aircraft would
include all the cables, switches, and other electronic components.

Our estimation thus far has focused mainly on numbers. But our estima-
tion of complexity would also need to include an estimation of the intricacy
of interfaces, branch points, and regulation loops. This more sophisticated
type of analysis would first need to take into account the number of branch
points and number of loops involved in every single process in which DNA
produces some protein. It would need to classify and weigh the control cir-
cuits. Biological circuits are of a different type compared to man-made ones
in that they operate with indeterminate parameters. Computer programs
are not very efficient in performing tasks without well-defined range of
inputs, so that the most sophisticated robot still cannot understand a joke.
To take it a step further, the complexity of the worm genome could be esti-
mated by the amount of information it encodes about the world in which it
has evolved.

Although we cannot find a simple answer to our question, how an airplane
and a worm compare in terms of complexity, without a much more detailed
research project, our intent is to demonstrate advantages that might arise
from interdisciplinary communication. Advanced computer models will
give insight into the regulation of biological systems as well as improve engi-
neering control systems.

The internal environment within a body is the extracellular fluid,
which is regulated by blood and other body fluids. Every cell relies on the
automatic control that keeps parameters such as nutrients (glucose,
oxygen, and so forth), waste (urea, carbon dioxide, and so forth), build-
ing materials (carbon, hydrogen, calcium, and so forth), and temperature
within tolerable limits despite changes in the external environment.

A multicellular organism expends much effort to maintain homeo-
stasis. Every cell contributes to this task. As long as normal condi-
tions are maintained in the internal environment, the cells live and
function properly. This means that every cell also benefits. The combi-
nation of contribution and benefit is the basis for the automaticity of
organisms and their robustness. When some cells or cell systems lose
their ability to contribute their share, all cells of the organism suffer.
Moderate dysfunction leads to sickness, while extreme dysfunction leads
to destruction of the system. Engineering design uses the same princi-
ples. The robustness of a nuclear power plant depends on the competence



of its containment isolation valves (which shut down the plant after a
loss-of-coolant accident) to fail in the safest mode when they fail. On the
other hand, it benefits the valve if the plant is designed with robustness
so that the valve will rarely encounter the stressful conditions of a loss-
of-coolant accident.

To avoid destruction, a complex system, be it a cell, a human, or a
state, must also respond to modifications of the environment. While
biological systems adapt by changing their genotype and phenotype,
engineering systems rely on redundancy and insensitivity to noise. As
in biological systems, negligence leads to disaster, exemplified by the
Kansas City Hyatt Regency Skywalk collapse in 1981, which could have
been avoided by a redundant support system that would continue to sup-
port the skywalk after some component failed or an alternative load sup-
port pathway which could have supported additional loads after the
first component failure. The necessity for simultaneous maintenance and
modification of a complex system, or the simultaneous presence of
robustness and fragility, is an integral feature of the wonder that we call
life. Insight into it can shed light on the functioning of biological and
advanced engineering systems.
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Glossary

Chapter 1. Biomolecules

�-helix: Common secondary protein structure composed of spirally arranged
amino acids stabilized by hydrogen bonds. 

Anhydride bond: Bond created by subtracting the molecules of water.

Amphiphilic: Molecules that have both hydrophilic and hydrophobic regions; also
called amphipathic.

Buffer: Substance in solution that maintains pH within narrow limits when
acids or bases are added by absorbing or releasing hydrogen ions. 

Chiral molecule: Molecule that is the mirror image of another molecule.

Covalent bond: Biologically important bond between atoms that share one or
more electrons and which has a higher bond energy compared to a hydrogen
bond. 

�G: Change in Gibbs free energy, which is defined as the energy available to do
work.

�G�: Standard Gibbs free energy change at 1 atm pressure and 1 M concentration.

�G��: Standard Gibbs free energy change at 1 atm pressure, 1 M concentration,
and pH 7.

Dipole: Molecule with positive and negative charges on opposite sides.

Disulfide bond: Covalent bond between SH groups of two cysteine residues,
which stabilizes folded structures. 

Enantiomer: Molecule mirroring another molecule and having identical chem-
ical and physical properties except for the ability to rotate plane-polarized light
in the opposite direction. 

Endergonic: Characteristic of a system that absorbs energy from the 
surroundings.

Enthalpy (H): In biology, measure of the heat content of molecules, primarily
derived from molecular collisions and from forming and breaking of bonds.

Entropy (S): Measure of randomness or disorder in a system. 

Exergonic: Characteristic of a system that releases energy to the surroundings.

Gibbs free energy (G): Thermodynamic quantity of the amount of work that can
be extracted from some process. See also �G.

Glycosidic bond: Special covalent bond that links the carbon of one monosac-
charide to the hydroxyl group of a second molecule such as another saccharide.

Copyright © 2007 by The McGraw-Hill Companies, Inc. Click here for terms of use. 
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Homeostasis: The ability of a functional entity to automatically maintain a bal-
anced internal environment. 

Hydrogen bond: Biologically very important weak bond between a hydrogen
atom and another molecule. 

Internal energy (E): In biology, measure of the covalent forces that stabilize
atoms in the molecule, which is equal to enthalpy (H) at constant temperature. 

Liposome: Synthetic microscopic sphere of amphiphilic molecules in water,
typically phospholipids plus cholesterol, used to transport biological molecules
to target cells. 

Micelle: Spherical aggregates of amphiphilic molecules in water, with the
hydrophobic, nonpolar portions in the interior and the hydrophilic, polar portions
exposed to the polar aqueous environment. 

Nucleic acid: Biologically significant heterocyclic organic compound derived
from purine or pyridine and present in all living cells and viruses as deoxyribo-
nucleic acid (DNA) and ribonucleic acid (RNA).

Nucleoside: Nucleic base (e.g., adenine) coupled to ribose (e.g., adenosine) or
2-deoxyribose (e.g., deoxyadenosine). 

Nucleotide: Basic consitutent of DNA and RNA comprised of a nucleoside
(nucleic base plus sugar) and a phosphate group. 

Peptide bond: Special covalent bond that links amino acids into polymeric
structures such as polypeptides.

pH: Measure of the acidity or alkalinity of a solution based on the concentration
of hydrogen ions, using a scale from 0 to 14 (7 being  neutral, <7 being acid, and
>7 being alkaline).

Phospho anhydride bond: Interphosphate linkage of nucleotides such as ATP,
which are formed in a reaction that involves the removal of water and which
release high energy when broken (hydrolyzed). 

Van der Waals forces: Forces between molecules that arise from the polarization
of molecules into dipoles.

Chapter 2. Cell Morphology

Amphipathic: Molecules that have both hydrophilic and hydrophobic regions;
also called amphiphilic.

Cell wall: Rigid outmost layer of a plant cell, and certain prokaryotic cells,
which is not present in animal cells. 

Centriole: One of two cylindrical structures comprised of nine triplet micro-
tubules and involved in spindle formation during mitosis. 

Centrosome: Cytoplasmic region near the cell nucleus, which contains centri-
oles and serves as microtubule-organizing center. 

Chloroplast: Plastid containing DNA, chlorophyll, and other pigments, and
being present in cells that perform photosynthesis.



Cilium: Fine cellular folding of the cell membrane extruding from the apical sur-
face of a cell or a unicellular organism that is capable of motion. 

Cis: Literally, the “near side of something”; used here for the side of the Golgi
apparatus facing the ER.

Crista: One of the folds of the inner mitochondrial membrane extending toward
the mitochondrial cytoplasm.

Cytoplasm: Gelatinous or watery fluid of the cell that is contained by the cell
membrane. 

Cytoskeleton: Any of the various filamentous elements within the cytoplasm
of eukaryotic cells, which maintain the shape of a cell and are involved in 
cellular movement.

Differential permeability: Feature of cell membranes to selectively prevent or
regulate passage of some molecules (e.g., large and charged molecules) while
allowing passage of others (e.g., small and lipid-soluble molecules). 

Endocytosis: Process of bringing something into a cell from the outside by
engulfing it with the cell membrane.

Endoplasmic reticulum (ER): Organelle, composed of tubules, that modifies
proteins, generates macromolecules, and transfers substances through the
cell.

Endosome: Cellular compartment within the cell formed after endocytosis. 

Euchromatin: Form of chromatin, the condensed mass of genetic material within
the nucleus, that is rich in genes and genetically active.

Eukaryote: Unicellular or multicellular organism comprised of cells that contain
a distinct membrane-bound nucleus.

Exocytosis: Process of secreting or excreting the contents of vesicle-enclosed
substances from the cell by fusion of the vesicular membrane with the cell
membrane. 

Flagellum: Long thin attachment of sperm cells and some bacteria and proto-
zoa that is used for locomotion.

Fluid mosaic model: Model of cell membrane taking into account the mobility
of proteins within the double layers of phospholipids. 

Golgi apparatus: Functionally polarized organelle, which is composed of a stack
of flattened cisternae with different membranous composition, and which
processes and sorts proteins within vesicles. 

Hair cell: Sensory cell with fine apical projections resembling hairs, present in
the auditory and vestibular part of the inner ear, and transmitting information
on sound and movement to the brain. 

Heterochromatin: Tightly coiled form of chromatin, the condensed mass of
genetic material within the nucleus, that is genetically inactive. 

Intermediate filament: Member of one of the three prominent cytoskeletal fil-
aments with a size between that of microfilaments and microtubules. 
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Lysosome: Membrane-bound organelle that contains enzymes for degrading and
recycling of molecules and that forms endosomes when combined with endocy-
tosed vesicles.

Microfilament: Smallest member of the three prominent types of cytoskeletal
filaments; composed of actin. 

Microtubule: Largest member of the three prominent cytoskeletal filaments;
composed of tubulin molecules which form hollow cylinders. 

Microvillus: Cell projection containing a core bundle of actin filaments. 

Mitochondrion: Organelle with smooth outer membrane and highly folded inner
membrane, being the principal energy source of the cell and having other spe-
cialized roles, for instance, related to cell immunity and cell death. 

Nissl substance: Rough endoplasmic reticulum of nerve cells. 

Nucleolus: Round body within the nucleus containing RNA and being involved
in protein synthesis. 

Nucleus: Membrane-bound organelle containing the cell’s hereditary material. 

Organelle: Structural and functional entity of a cell, analogous to an organ
being the discrete entity of an organism.

Peroxisome: Organelle containing enzymes for oxidative reactions and forming
endosomes when combined with endocytosed vesicles. 

Phagocytosis: Cellular process of engulfing particulate material.

Pinocytosis: Cellular process of engulfing fluid droplets. 

Plasma membrane: Semipermeable membrane around cells separating the
external and internal environments and regulating the exchange between them. 

Prokaryote: Unicellular organism that has no membrane-bound nucleus,
membrane-bound organelles, and chromosomes. 

Ribosome: Small organelle composed of RNA and protein responsible for trans-
lation, the assembly of polypeptides encoded by mRNA. 

Rough ER (RER): Cell element composed of endoplasmic reticulum and ribo-
somes, which manufactures, modifies, and transports proteins. 

Sarco-: Word stem relating to striated skeletal muscle. 

Semifluid: Characteristic of a substance with flow properties between those of
solids and liquids such as the cellular cytoplasm. 

Smooth ER (SER): Endoplasmic reticulum that is not associated with ribo-
somes, and that takes part in synthesis of various biomolecules, in metabolism
of carbohydrates, in detoxification of cells, in calcium storage, and in transport
of nutrients.

Stereocilium: Specialized microvillus resembling a cilium that projects from the
surface of hair cells. 

Trans: Literally “across something”; used here for the side of the Golgi appara-
tus directed toward the plasma membrane. 
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Chapter 3. Enzyme Kinetics

Active site (enzyme): Part of the enzyme where the reaction chemistry takes
place. 

Allosteric: Enzymes that change their response to substrate binding due to
regulators that bind at sites other than the active site.

Bi Bi system: Type of multisubstrate enzyme system characterized by two sub-
strates and two products. 

Briggs-Haldane relationship: Model of relationship of substrate-velocity data
that does not require the chemical step to be rate-limiting.

Catalyst: Substance that changes the rate of a chemical reaction without being
permanently altered.

Coenzyme: Small molecule supporting an enzymatic reaction. 

Competitive inhibition: Reaction where the inhibitor (e.g., a poison) binds to the
same site on the enzyme as the substrate. 

Cooperative enzyme: Enzyme with multiple active sites that cooperate with one
another to influence the rates of reaction at each active site. 

Cooperativity: Interaction by which the binding of a substrate to one substrate
site influences the binding at a second site. 

Dissociation constant: Constant for the dissociation of a complex into its
components; describes how tightly a ligand (e.g., substrate) binds to a protein
(e.g., enzyme). 

Eadie-Hofstee/ Hanes-Woolf plot: Linear graphical representation (velocity vs.
velocity/substrate concentration) of the Michaelis-Menton equation to deter-
mine the Michaelis constant (KM) and the maximal initial velocity of an enzyme
reaction (Vmax). 

End-product inhibition: Process by which a product of a metabolic pathway
inhibits an enzyme in that same pathway that led to the product formation.

Enzyme (E): Biological macromolecule (generally a protein) that catalyzes a
chemical reaction.

Enzyme inhibitor: Substance that reduces velocity of an enzyme reaction.

Equilibrium constant: Factor relating the concentration of reactants and prod-
ucts in a chemical reaction at equilibrium. 

ES complex: The complex formed when the substrate S is bound to the 
enzyme E.

Feedback inhibition: See “End-product inhibition.” 

First-order reaction: Reaction in which the rate of disappearance of a chemical
substance is directly proportional to the concentration of that substance. 

First-order velocity expression: Reaction in which the rate is proportional to the
concentration of one reactant.

Hill coefficient: Measure of cooperativity in a binding process. 

Glossary 291



Hill plot: Graph to determine the number of cooperative binding sites on an
enzyme (e.g., the Hill coefficient).

Initial rate condition: Initial condition of enzymatic activity much before equi-
librium conditions are approached.

Isoenzyme: Enzyme that is chemically different from another but catalyzes
the same reaction. 

k�1: Breakdown rate of the enzyme/substrate complex (ES) to enzyme (E) and
substrate (S).

k1: Rate constant for the formation of the enzyme/substrate complex (ES) from
enzyme (E) and substrate (S).

kcat: Rate constant for the formation of product (P) and enzyme (E) from the
enzyme/substrate complex (ES).

Lineweaver and Burk plot: Double-reciprocal plot (reciprocal of velocity vs.
reciprocal of substrate concentration) of the Michaelis-Menton equation to lin-
earize substrate-velocity data for determination of the Michaelis constant (KM)
and the maximal initial velocity of an enzyme reaction (Vmax).

Michaelis constant (KM): Concentration of substrate at which the rate of the
enzyme reaction proceeds at half the maximal velocity.

Michaelis-Menton equation: Relationship to describe the rate of an enzyme in
a single-substrate, noncooperative enzyme reaction, at which the concentra-
tion of substrate (S) is higher than the concentration of enzyme (E) and the con-
centration of the enzyme/substrate complex (ES) is constant. 

Noncompetitive inhibition: Reaction where a reversible inhibitor binds to a
site different from the substrate binding site and decreases the rate of reaction.

Product (P): Chemical resulting from the enzymatic conversion of a substrate (S).

Protein kinase: Enzyme catalyzing the phosphorylation of proteins. 

Protein phosphatase: Enzyme catalyzing the dephosphorylation of proteins. 

Specificity constant: Constant expressed in terms of kcat/Michaelis constant
(KM), which describes the efficiency of an enzyme by incorporating the rate con-
stants for all steps of the reaction. 

Steady-state condition: Condition in which some specified characteristic
remains steady over long periods. 

Substrate (S): Chemical to be converted by enzyme (E) into product (P).

Ternary complex: The complex formed by the simultaneous binding of two sub-
strates to an enzyme. 

Turnover number: Maximum number of product molecules produced per enzyme
per unit time.

Uncompetitive inhibition: Enzyme inhibition that is based on an inhibitor that
binds only to the enzyme/substrate complex (ES) and decreases the rate of the
reaction.

Vmax: Maximum initial velocity of an enzyme reaction following Michaelis-
Menton kinetics. 
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Zero-order reaction: Reaction in which the rate of disappearance of a chemical
substance is independent of its concentration.

Chapter 4. Cellular Signal Transduction

Adaptor protein: Accessory protein that mediates specific protein-protein inter-
actions that drive the formation of protein complexes in a signal transduction
pathway.

Adenylyl cyclase (AC): Key transmembrane enzyme in the AC-cAMP signaling
pathway, which is activated by G-protein and converts adenosine triphosphate
(ATP) to cyclic adenosine monophosphate (cAMP). 

Affinity: Avidity with which a chemical entity binds a ligand.

Agonist: Molecule that selectively binds to a specific receptor and triggers a
response in the cell.

Antagonist: Molecule that binds to a specific receptor but does not activate the
receptor and blocks it from activation by agonists.

Apoptosis: Programmed cell death where cells disintegrate into membrane-
bound particles that are eliminated by phagocytosis.

Apoptosome: Large multiprotein structure formed in the process of apoptosis
in response to release of cytochrome c from the mitochondria.

Autocrine: Signaling process in which a cell responds to its own chemical
messenger.

Calcium ATPase: Enzyme that transports calcium from the cytoplasm to the
extracellular space (plasma membrane form of enzyme) or into the endoplasmic
reticulum (ER form of enzyme) with the expenditure of ATP. 

Calmodulin: A calcium-binding protein that is a key component of the calcium
second-messenger system.

Caspase: Member of enzyme family with a crucial cysteine residue that cleaves
other proteins after an aspartic acid residue.

Coactivator: Molecule that increases gene expression by associating directly or
indirectly with a DNA-binding activator (e.g., transcription factor).

Corepressor: Molecule that decreases gene expression by associating directly
or indirectly with a DNA-binding repressor.

Cyclic adenosine monophosphate (cAMP, cyclic AMP): Molecule derived from
ATP that serves as a second messenger in signal transduction.

Death receptor: Cell surface receptor such as the Fas receptor that belongs
to the tumor necrosis factor superfamily and triggers apoptosis upon ligand
binding.

Diacylglycerol: A second messenger molecule consisting of glycerol bound to two
fatty acids which is generated by phospholipase C acting on a phospholipid.

Dissociation constant (Kd): See Chap. 3.
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Endocrine: A signaling process in which a cell produces a chemical that regu-
lates the activities of distant cells.

G-protein: Guanine-nucleotide binding protein. Member of protein family
involved in second messenger cascades that are activated by exchange of guano-
sine diphosphate (GDP) for guanosine triphosphate (GTP). 

General transcription factor (GTF): Important proteins involved in the tran-
scription of class II (protein coding) genes to mRNA.

GTPase: Member of enzyme family that can bind and hydrolyze guanosine
triphosphate (GTP) to guanosine diphosphate (GDP), an important “switch
mechanism” in signal transduction.

Histone: See Chap. 7.

Homeostasis: See Chap. 1.

Inositol triphosphate (IP3): Important role as a second messenger in a cell based
on the cyclic polyalcohol inositol.

Juxtacrine: Signaling process in which a cell-bound or matrix-bound chemical
messenger acts on a nearby cell.

Ligand: Molecule that binds to another chemical entity to form a larger complex.

Nucleosome: See Chap. 7.

Paracrine: Signaling process in which a cell produces a chemical that regulates
nearby cells.

Partial agonist: Molecule that binds to specific receptors but produces only some
of the actions of a full agonist.

Phospholipase C (PLC): Enzyme that hydrolyzes phospholipids and leads to
increases of cytosolic calcium in the PLC signaling pathway. 

Phosphorylation: The addition of a phosphate (PO4) group to a protein or other
molecule.

Promoter: See Chap. 7.

Protein kinase: Enzyme that transfers a phosphate group (PO4) from ATP to spe-
cific target molecules.

Protein kinase A (PKA): Enzyme that catalyzes the activity of intracellular pro-
teins in the Ac-cAMP signaling pathway when activated by cyclic adenosine
monophosphate (cAMP).

Protein kinase C (PKC): Enzyme family that catalyzes phosphorylation of tyro-
sine residues in certain proteins and plays an important role in the PLC sig-
naling pathway when activated by diacylglycerol. 

Protein tyrosine phosphatase (PTP): Enzyme that removes a phosphate group
(PO4) from phosphorylated tyrosine residues on proteins.

Receptor: See Chap. 6.

Response element: DNA sequence recognized by a specific molecule (e.g., tran-
scription factor) that allows regulation of gene expression.
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RNA polymerase: Enzyme responsible for making RNA from a DNA template.

Selective estrogen receptor modulators (SERMs): Molecule that exerts only a
subset of the actions of full estrogens.

Sensitivity (cell): Ability of a cell to respond to a stimulus.

Signal transduction: Process by which a cell converts one kind of signal or stim-
ulus into another.

Signaling pathway: Cellular circuits composed of proteins and other molecules
that sense and transmit biological input signals to generate cellular responses. 

Transactivation function: Stimulation of transcription mediated by a tran-
scription factor which binds to DNA and activates proteins (i.e., coactivators).

Tyrosine kinase (TK): Enzyme that phosphorylates tyrosine residues and plays
important role in activating receptors that are involved in cell growth. 

Chapter 5. Energy Conversion

Absorption spectrum: Shows the fraction of the electromagnetic radiation
(e.g., visible light) absorbed by a molecule over a range of frequencies.

Action spectrum: Rate of a physiological activity plotted against the wave-
length of light.

Adjuvant: Agent that stimulates the immune system and increases the response
to a vaccine.

Aerobic: Requires oxygen.

Allosteric: See Chap. 3. 

Anabolism: Metabolic process that builds larger molecules from smaller ones.

Anaerobic: Does not require oxygen.

Apoptosis: See Chap. 4.

ATP synthase: Enzyme through which protons flow in the mitochondrial mem-
brane and trigger phosphorylation of adenosine diphosphate (ADP) to adeno-
sine triphosphate (ATP).

Bifunctional (enzyme): An enzyme that has two separate, sometimes opposing
activities.

C3 plant: Plant in which the first stable products after fixation of CO2 are three
carbon molecules.

C4 pathway: See Hatch-Slack pathway.

C4 plant: Plant in which the first stable products after fixation of CO2 are four
carbon molecules.

Calvin cycle: Mechanism to fix carbon in C3 plants, which are more than 95%
of all green plants. 

CAM plant: Crassulacean acid metabolism plant mainly belonging to succu-
lents (i.e., crassulaceae) in which carbon fixation leads to formation of an acid.
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Carbon fixation: Process in which carbon dioxide is converted into organic
compounds.

Catabolism: Metabolic process that breaks down complex molecules into sim-
pler ones.

Cellular Respiration: Process in which chemical bonds of energy-rich molecules
such as glucose are converted into other forms of energy.

Chemiosmosis: Phosphorylation of adenosine diphosphate (ADP) to adenosine
triphosphate (ATP) when hydrogen ions move along an electrochemical gradi-
ent across the inner mitochondrial membrane. 

Chlorophyll: Green photosynthetic pigment found in most plants, algae, and
cyanobacteria.

Coenzyme: See Chap. 3.

Cytochrome: Generally a membrane-bound protein that contains a heme group
and carries out electron transport or catalyzes a redox reaction.

Dehydrogenase: Enzyme that oxidizes a substrate by transferring one or more
protons and a pair of electrons to an acceptor.

�G, �G�, and �G��: See Chap. 1. 

Electron transport system: Series of redox reactions during the aerobic produc-
tion of adenosine triphosphate (ATP) which are associated with four protein com-
plexes in the inner mitochondrial membrane and transfer electrons from
nicotinamide adenine dinucleotide (NADH) and the reduced form of flavin ade-
nine dinucleotide (FADH2) to oxygen.

Endergonic: See Chap. 1.

Energy transduction: Converting energy from one form to another.

Exergonic: See Chap. 1. 

Fermentation: Anaerobic process in which pyruvate is metabolized to lactate,
or to ethanol and carbon dioxide.

Free radical: A highly reactive atomic or molecular species with unpaired
electrons.

Gluconeogenesis: Generation of new glucose from organic molecules like
pyruvate, lactate, glycerol, or amino acids.

Glycolysis: Series of biochemical reactions by which a molecule of glucose is
oxidized to two molecules of pyruvate.

Hatch-Slack pathway (C4 pathway): Mechanism to fix carbon in C4 plants such
as sugarcane, corn, and sorghum.

Hydrolysis: The process in which a molecule is split by reacting with a molecule
of water.

Kinase: See Protein kinase Chap. 4.

Nicotinamide adenine dinucleotide (NAD�): Important cofactor in redox reac-
tions in cells that accepts two electrons (oxidizing agent) and a proton to form
its reduced form NADH.
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Nicotinamide adenine dinucleotide phosphate (NADP�): Phosphorylated form
of NAD+ that accepts two electrons and a proton to form its reduced form
NADPH, an important reducing agent.

Oxidase: Enzyme that catalyzes a reaction involving molecular oxygen (O2) as
the electron acceptor.

Oxidative decarboxylation: Transition process between the end product of gly-
colysis, pyruvate, and the start product of the citric acid cycle, acetyl CoA. 

Oxidative phosphorylation: The terminal process of cellular respiration in
which energy from electrons is used indirectly to form ATP from inorganic phos-
phate and ADP.

Photon:Elementary particle responsible for electromagnetic interactions and light.

Photophosphorylation: Production of ATP using the energy of sunlight.

Photorespiration: Alternate pathway for Rubisco (the main enzyme of the
Calvin cycle) in which the enzyme uses oxygen to produce a glycolate and a
glycerate.

Photosystem: Large pigment-protein complex that converts light energy into
chemical energy.

Proton motive force: The potential energy in a proton (H+) electrochemical gra-
dient that can be used for the synthesis of ATP by oxidative phosphorylation.

Q cycle: Chain of redox reaction of the mitochondrial energetic metabolism, in
which electrons are transferred from coenzyme Q to Complex III.

Reaction center: Complex photosynthetic molecule including chlorophyll which
initiates photophosphorylation. 

Redox potential (reduction potential): Tendency of a chemical species to acquire
electrons and thereby be reduced.

Standard free energy: See �G°� in Chap. 1.

Standard redox potential: Redox potential measured under standard condi-
tions of 25°C, a 1 M concentration for each ion participating in the reaction, a
partial pressure of 1 atm for each gas that is part of the reaction, and metals in
their pure state.

Stoma (plural stomata): Opening or pore in a leaf that is used for gas exchange.

Substrate-level phosphorylation: Chemical reaction in which adenosine
triphosphate (ATP) is formed by the direct transfer of a phosphate group from
a reactive intermediate to adenosine diphosphate (ADP).

Superoxide: The anion O2

_1, which has one unpaired electron and is considered
to be a free radical.

Synthase: Enzyme that catalyzes a synthetic process.

Thylakoid: Membrane-bound compartment found within chloroplasts that are
arranged in stacks called grana.

Transgenic (plant): Plant whose genetic material has been altered using recom-
binant DNA technology.
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Translocation: The process of transferring a substance to a new location.

Tricarboxylic acid cycle (citric acid cycle, Krebs cycle): Series of chemical
reactions that convert carbohydrates, fats, and proteins into carbon dioxide and
water, and produce high-energy phosphate compounds which serve as the main
source of cellular energy.

Chapter 6. Cellular Communication

Affinity: See Chap. 4. 

Agonist: See Chap. 4. 

Antagonist: See Chap. 4.

Axonal growth cone: The mobile tip of a growing axon.

Biogenic amines: Member of a group of amines derived from amino acid decar-
boxylation and possessing physiological properties.

Chaperone: A protein which facilitates the folding of other unfolded or par-
tially folded proteins.

Desensitization: Decreased response as a result of a constant amount and fre-
quency of stimulation.

Downregulation: The cellular process of decreasing the synthesis of specific
proteins following a specific stimulus.

Excitotoxicity: Damage or death of a nerve cell due to overstimulation by exci-
tatory stimuli.

Heterodimer: A compound formed by two different molecules or subunits.

Homodimer: A compound formed by two identical molecules or subunits.

Internalization: The cellular process of incorporating membrane-associated pro-
teins into the cytoplasm.

Miniature end-plate potential: Cell membrane depolarization measuring approx-
imately 1 mV.

Motoneuron: Nerve cell that innervates muscles.

Negative antagonist: Substance binding to the inactive form of a receptor.

Neuromuscular junction: The site of interface between a nerve cell and a muscle
cell.

Neurotransmitter: Substance released by a nerve cell that triggers a specific
physiological response in other nerve cells or other types of cells.  

Neurotrophin: A neuropeptide with the ability to regulate the growth, differ-
entiation, and survival of nerve cells.

Neutral antagonist: Substance binding to the active or inactive form of a
receptor and preventing the transformation of the receptor to its active
state.
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Perikaryon: The cell body of a cell excluding the nucleus; applied particularly
to nerve cells.

Promoter: See Chap. 7.

Quantum: Amount of neurotransmitter necessary to elicit a miniature end-
plate potential.

Receptor: Molecular complex on or within a cell that mediates a specific phys-
iological response whenever it is bound by a specific substance.

Synapse: The point of interaction between two nerve cells.

Transporter: Specialized proteins which bind to and carry cellular products
from one location to another.

Zinc finger region: A zinc-binding site on a protein that regulates transcription
by binding to specific regions of a gene.

Chapter 7. Cellular Genetics

A-form of DNA: Right-handed form of double helical DNA (similar to the common
B-form of DNA) present under conditions of reduced hydration.

Alkylating agent: Chemotherapeutic agent reacting with DNA and disrupting
DNA structure.

Aminoacyl-tRNA synthetase: Enzyme linking transfer RNAs (tRNAs) to their
corresponding amino acid during protein synthesis.

Annealing (DNA): Reformation of double-stranded DNA after its denaturation.

Anticodon: Sequence of three nucleotides at the end of a transfer RNA
(tRNA) that base-pairs with a codon messenger RNA (mRNA) during protein
translation.

A-site (ribosome): Ribosomal binding site for a transfer RNA (tRNA) bound to
an amino acid.

B-form of DNA: Right-handed form of double helical DNA (most common one
of the three biologically active DNAs) present under physiological conditions. 

Chromatin: Genetic material composed of DNA and protein that is located in the
cell’s nucleus and condenses to chromosomes during cell division.

Chromosome: Characteristically shaped DNA strand and associated proteins
carrying genetic information.

Codon: Set of three adjacent nucleotides in DNA or RNA that code for an amino
acid or signal the end of a polypeptide (stop codon). 

Denaturation (DNA): Separation of DNA strands.

Deoxynucleoside triphosphate (dNTP): See Chap. 1.

Deoxyribonucleic acid (DNA): Nucleic acid present in the cell nucleus in three
forms (A, B, and Z) and carrying genetic information. 

Diploid: Having two of the basic sets of chromosomes in the nucleus.
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Double-stranded RNA (dsRNA): RNA of some viruses with two complementary
strands. 

Elongation factor (EF): Nonribosomally associated protein required for addition
of amino acids during translation.

Enhancer: Regulatory sequence on the same DNA/RNA strand that can elevate
transcription from an adjacent promoter. 

Exon: Gene-coding regions that remains in the RNA following posttranscrip-
tional processing. 

Gene: Segment of nonrepetitive DNA that contributes to cellular functioning.

Genome: Total complement of DNA of an organism.

Genomic imprinting: Refers to dependence of genes on whether or not they are
inherited maternally or paternally.

Genomics: Comparative analysis of all genes that are transcriptionally active
between any two types of cells or tissues under any given set of conditions.

Helicase: Enzyme unwinding duplex DNA during replication. 

Histone: Major class of DNA-binding proteins involved in maintaining the com-
pacted structure of chromatin.

Hybridization (DNA): Pairing of complementary DNA strands to form a double-
stranded molecule. 

Intitiation factor (IF): Nonribosomally associated protein required for initiation
of translation.

Intron: Nucleic acid sequence in RNA that is removed during posttranscrip-
tional processing. 

Ligase (DNA): Enzyme closing the nicks in DNA strands. 

Mass spectrometry: Important analytical technique in proteomics to determine
the mass of intact proteins. 

Melting temperature (Tm): Temperature midpoint during thermal denaturation
at which 50% of the DNA exists as single strands. 

Messenger RNA (mRNA): Genetic coding template used by the translational
machinery to determine the order of amino acids incorporated into an elongating
polypeptide.

Nonrepetitive DNA: Section of DNA with protein-coding exons since most genes
are only present in one copy. 

Nuclear matrix:Nonhistone protein scaffold that stabilizes the chromatin structure.

Nucleic acid: See Chap. 1.

Nucleoside: See Chap. 1.

Nucleosome: Subunit of chromosomes composed of DNA coiled around proteins. 

Nucleotide: See Chap. 1.

Okazaki fragment: The lagging (or discontinuous) strand of newly synthesized
100 to 200 DNA bases with attached RNA primer.
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Polymerase chain reaction (PCR): In vitro technique involving multiple rounds
of DNA synthesis with a bacterial polymerase enzyme that is resistant to heat
denaturation.

Polymerase: Member of enzyme family involved in replication and repair by
linking deoxynucleoside triphosphates (dNTPs) into a DNA or RNA strand. 

Preinitiation complex: Complex of enzymes involved in initiation of translation.

Primase: Enzyme synthesizing a short stretch of RNA as a primer for DNA
polymerase.

Processivity: Ability of an enzyme to remain associated with the DNA template
strand while being catalytically active. 

Promoter: DNA sequence that promotes the ability of RNA polymerases to rec-
ognize the nucleotide at which initiation of transcription begins.

Proteomics: Global analysis of all proteins present in a given cell or tissue at
a given time or condition.

P-site (ribosome): Ribosomal binding site for a transfer RNA (tRNA) bound to
the peptide being synthesized.

Purine: Aromatic compound that forms the nucleobases adenine (A) and
guanine (G).

Pyrimidine: Aromatic compound that forms the nucleobases cytosine (C), thymine
(T), and uracil (U). 

Releasing factor (RF): Nonribosomally associated protein required for termi-
nation of translation. 

Repetitive DNA: DNA made of copies with identical or similar nucleotide
sequence. 

Replication fork: The site of the unwound DNA template strands.

Replication: Process of doubling the DNA content of cells prior to normal cell
division.

Replisome: DNA replication structure at the replication fork including DNA
polymerase dimers and other proteins. 

Ribosomal RNA (rRNA): Nucleotide strand that forms ribosomes together with
ribosomal proteins.

Semiconservative (DNA): Characteristic of DNA indicating that newly synthe-
sized strands remain associated with their respective parental strands.

Small nuclear ribonucleoprotein particles (snRNPs): RNA-protein complexes
that regulate nuclear mRNA splicing. 

Spliceosome: Complex of RNA and small nuclear ribonucleoprotein particles
(snRNPs) that removes introns from unprocessed mRNA. 

Splicing: Modification of genetic information after transcription, in which
introns are removed and exons are joined.

Topoisomerase: Enzyme relieving torsional stresses in duplexes of DNA during
replication. 
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Transcription: Mechanism by which a template strand of DNA is utilized by spe-
cific RNApolymerases to generate one of the three different classifications of RNA.

Transfer RNA (tRNA): Small nucleotide strand recognizing the encoded
sequences of mRNAs to allow correct insertion of amino acids into the elongat-
ing polypeptide chain. 

Translation: Synthesis of a polypeptide with an amino acid sequence in accor-
dance with the codon sequence of a messenger RNA (mRNA). 

Watson-Crick base-pairing: Rule that in complementary strands of DNA, ade-
nine (A) will only base-pair with thymine (T), and cytosine (C) with guanine (G).
In RNA, T is replaced by uracil (U). 

Z-DNA: One of the three biologically active double helical DNA structures in
which the double helix turns in the left-handed direction producing a zigzag
appearance.

Chapter 8. Cell Division and Growth

Adult stem cell: Undifferentiated cell from any postnatal tissue source that
can renew itself and differentiate into a number of cell types.

Anaphase promoting complex: Protein complex that is activated once all chro-
mosome kinetochores have attached to spindle microtubules to initiate
anaphase.

Anaphase: Third phase of mitosis (or meiosis) in which the two sister chromatids
of each chromosome are separated and move toward opposite poles of the spindle. 

Benign tumor: Cancer cells that uncontrollably proliferate without showing
invasiveness and migration.

Centromere: Chromosome region that joins two sister chromatids and to which
spindle fiber attaches during mitosis.

Centrosome: See Chap. 2.

Checkpoint (cell cycle): Molecular surveillance system that assesses the cell’s
advancement through the cell cycle for potential mistakes.

Chromatid: One of two identical condensed chromatin strands that are linked
together at the centromere and into which a chromosome splits during mitosis. 

Cyclin: Critical protein involved in the regulation of the cell cycle via activation
and targeting of cyclin-dependent kinases. 

Cyclin-dependent kinase (cdk): Enzyme that, when activated by a cyclin, reg-
ulates cell cycle processes via phosphorylation of substrates. 

Cytokinesis: Process at the end of mitosis that partitions the cellular contents
into the two daughter cells.

Dysplasia: Process of a cell developing abnormally in size, shape, or organization.

Embryonic stem cell: Undifferentiated cell taken from the inner cell mass of
5 to 7-day-old embryos and that can renew itself and differentiate into many
different cell types.
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Fluorescence-activated cell sorter (FACS): Instrument that sorts individual
cells in a mixture of cells according to their abilities to scatter and/or emit light
(fluorescence). 

G0 phase: Resting phase of the cell cycle. 

G1 phase: Cell cycle phase during interphase when cells respond to various sig-
nals for growth or differentiation and prepare for DNA synthesis.

G2 phase: Cell cycle phase during interphase when cells prepare for chromo-
some segregation and cell division. 

Hematopoietic stem cell: Cell able to produce all types of blood cells.

Hyperplasia: Increase in cell number resulting in an increase in tissue or organ
mass.

Interphase: Cell cycle phase between cell division that is subdivided into G1
phase, S phase, and G2 phase.

Kinetochore: Protein complex located at the centromeres of chromosomes to cap-
ture spindle fiber microtubules and help transport chromosomes.

M phase: Mitotic cell cycle phase when cells separate their chromosomes, ending
with cell division into two new daughter cells.

Malignant tumor: Cancer cells that show invasiveness and metastasis.

Metaphase: Second phase of mitosis (or meiosis) in which the chromosomes
move toward the equator of the cell and align themselves in the equatorial
plane.

Metaplasia: Process of a differentiated cell type changing into another. 

Metastasis: Process by which cancer cells spread to a place other than their place
of origin. 

Mitosis: Process of division of a somatic cell into two cells and that is subdivided
into prophase, metaphase, anaphase, and telophase.

Multipotent: Having the ability to form multiple cell types.

Nondisjunction: Misallocation of chromosomes to daughter cells.

Oncogene: Gene that transforms a normal cell into a cancerous cell.

Oncogenesis: Development of a tumor.

Pluripotent: Having the ability to form most or all postnatal tissues.

Prophase: Early phase during mitosis (or meiosis) in which the chromosomes
condense and become visible as paired filaments and the spindle apparatus
forms at opposite poles of the cell. 

Proto-oncogene: Normal gene that can become an oncogene which transforms
a normal cell into a cancerous cell. 

Quiescence (cell cycle): Period in which a cell is not growing or dividing. 

Restriction point: Time in the late G1 cell cycle phase which is necessary to pass
for normal completion of the cell cycle. 
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S phase: Cell cycle phase during interphase when DNA is replicated.

Senescence: Process of aging. 

Somatic cell nuclear transfer (SCNT): Scientific term for cloning in which an
egg without a nucleus is combined with the nucleus of a somatic cell to create
an embryo.

Spindle fiber: Microtubules that grow out of centrosomes and provide the mech-
anism for chromosomal movement. 

Telomerase: Enzyme involved in the synthesis of telomeres. 

Telomere: Repetitive DNA sequence at the ends of chromosomes that are
required for replication and stability and shorten with each replication in
somatic cells. 

Telophase: Final phase of mitosis (or meiosis) in which the nuclear membranes
reform, chromosomes decondense, spindle fibers disappear, and the cell divides.

Totipotent: Having the ability to form all postnatal tissues as well as extraem-
bryonic tissues. 

Transdifferentiation: Converting non-stem cells and differentiated stem cells into
another type of cell.

Ubiquitin: Common, highly conserved, molecule that binds to proteins, thereby
labeling them for proteolytic degradation. 

Unipotent: Having the ability to form only one differentiated cell type.

Chapter 9. Cellular Development

Acrosome: Structure in the sperm head filled with enzymes that digest com-
plex carbohydrates and proteins on the outer surface of the egg. 

Adult stem cell: See Chap. 8.

Animal pole: Top half of the egg/embryo; the darker pigmented half of an
amphibian egg/embryo.

Apical ectodermal ridge: Embryonic structure formed by special ectodermal
cells that initiate limb development. 

Apoptosis: See Chap. 4.

Autopod: Distal limb segment; corresponds to the bones of the hand or foot.

Blastocoel: The fluid-filled cavity inside a blastula-stage embryo.

Blastopore: Hole in the side of the early embryo (blastula stage) filled with yolky
cells originating from the vegetal half of the embryo.

Blastula: Early embryonic stage following fertilization and prior to gastrula.

Capacitation: The process by which sperm are altered (usually during their
passage through the female reproductive tract) that gives them the capacity to
penetrate and fertilize the ovum.

Caspases: See Chap. 4.
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Death receptor: See Chap. 4.

Diploid: See Chap. 7.

Dorsal blastopore lip: Area of cells that are migrating inward toward the animal
pole during early gastrulation and will become the dorsal mesoderm.

Dorsal: Near the back or upper side of a structure. 

Ectoderm: The outermost of the three primary germ layers of the embryo, from
which the skin, nerve tissue, and sensory organs develop.

Embryonic stem cell: See Chap. 8.

Endoderm: The internal layer of cells of the gastrula, which will develop into
the alimentary canal (gut) and digestive glands of the adult.

Epiboly: Process during gastrulation whereby animal pole cells eventually cover
the embryo and converge at the blastopore.

Fertilization: Process that refers to the union of the sperm and the egg.

Gastrulation: The process of movements and infoldings of embryonic cells des-
tined to become endoderm in early animal embryos, immediately following
blastula (or blastoderm) stage, generating the blastopore.

Germ layer: The main divisions of tissue types in multicellular organisms.

Haploid: A single set of chromosomes (half the full set of genetic material).

Hematopoietic stem cell: See Chap. 8.

Hensen node: Embryonic cells of birds, reptiles, and mammals that are func-
tionally equivalent to Spemann organizer cells of amphibian.

Limb field: Group of cells within the lateral plate mesoderm that initiate the
development of the tetrapod limb.

Marginal zone: Area of frog embryos where gastrulation is initiated.

Mesenchyme: Connective tissue including bone, fat, cartilage, and blood vessels
that are derived from embryonic mesoderm.

Mesoderm: The middle layer of cells in an embryo, from which the muscular,
skeletal, vascular, and connective tissues develop.

Morphogen: Factors of embryonic tissue that stimulate the development of
form in an organism such as the establishment of germ layers in the egg. 

Morphogenesis: Refers to the process(es) by which specific structures arise in
specific locations during early embryonic development.

Multipotent: See Chap. 8.

Neural tube: A cylindrical structure that runs through the midline of the embryo
and expands in the head to form the brain and in the trunk to form the spinal
cord.

Neurulation: Embryonic process during which the structures of the nervous
system begin to develop.

Notochord: Flexible rod-like tissue down the back of the vertebrate embryo
around which the backbone will be deposited.
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Oocyte: Term for the egg during oogenesis.

Oogenesis: The formation and growth of the egg or ovum in an animal ovary.

Organogenesis: The process of formation of specific organs in a plant or animal
involving morphogenesis and differentiation.

Patterning: The process by which the various structures of the body are defined.

Pluripotent: See Chap. 8.

Polyspermy: Penetration of the egg by multiple sperms.

Primitive streak: Major structural feature of gastrulation in birds, reptiles, and
mammals.

Progress zone: Embryonic structure formed by mesenchymal cells. 

Spemann organizer: Region of cells of the early gastrula stage embryo that
secrete growth factors, which in turn direct a neural fate on cells migrating
through the blastopore.

Stylopod: Limb segment closest to the hip or shoulder; corresponds to humerus
of arm and femur of leg.

Totipotent: See Chap. 8.

Vegetal pole: The yolky, lightly pigmented half of an amphibian embryo oppo-
site the animal pole.

Ventral: Near the front or bottom side of a structure.

Zeugopod: Radius.

Zeugopodium: Lower part of the limb corresponding to the radius and ulna of
the forelimb and the tibia and fibula of the hindlimb.

Zona pellucida: Vitelline envelope (related to egg yellow) of mammalian egg
which binds the sperm. 

Zone of polarizing activity: Small block of mesodermal tissue near the poste-
rior junction of the limb bud near the body wall; regulates the anterior-posterior
polarity of the developing limb.

Zygote: Early fertilized egg. 

Chapter 10. From Cells to Organisms

Active transport: Movement of molecules against their concentration gradient
or electrical potential using a carrier protein and energy derived from ATP.

Adaptive radiation: Development of a variety of species from a single ancestor. 

Alternative splicing: Modifications of eukaryotic pre-mRNA, resulting in one
gene producing several different mRNAs and proteins. 

Anchoring junction: Type of connection between adjacent animal cells that
physically joins them together. 

Archaea: Group of primitive organisms that morphologically resemble bacteria
but comprise a unique domain of life based on genetic differences. 
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Asexual reproduction: Process in which an organism produces a copy of itself
without the involvement of another individual.

Basement membrane: Extracellular thin membrane underlying epithelial cells. 

Binary fission: Method by which bacteria reproduce asexually. 

Cell Determination: Commitment of a cell to a cell lineage. 

Cell Differentiation: Process by which a nonspecialized cell commits to becom-
ing a specialized cell. 

Cell lineage: Description of the history of cell divisions that occur to generate
a specific cell type.

Cell Polarity: Asymmetric form or distribution of molecules of a cell.

Connective tissue: One of four types of animal tissues, providing the framework
for all other tissues.

Cotransporter: Integral membrane protein that regulates transport of two
different types of substances in the same direction across cell membranes. 

Countertransporter: Integral membrane protein that regulates transport of
two different types of substances in opposite direction across cell membranes. 

Cytoplasmic determinant: Substance in the cytoplasm of the egg that regu-
lates gene expression of the embryo.

Dermal tissue: One of three types of plant tissues, forming the outer surface of
the leaves and the young plant body.

Differential gene expression: Selective translation of the genomic information
into functional products. 

Diffusion: Spontaneous movement of molecules from a high concentration to a
low concentration.

Endocytosis: See Chap. 2.

Epigenetics: Study of the processes that alter gene function without altering
DNA sequences. 

Epithelium (plural epithelia): One of four types of animal tissues, lining all body
surfaces, cavities, and tubes.

Eukaryote: See Chap. 2.

Exocytosis: See Chap. 2.

Extracellular matrix: Any part of a tissue produced and secreted by cells into the
intercellular space. 

Facilitated diffusion: Movement of molecules down their concentration gradient
using a carrier protein though no energy. 

Gap junction: Type of connection between adjacent animal cells that allows
communication.

Gene regulatory network: Complex arrangement of control elements that govern
the rate and timing of gene transcription. 
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Ground tissue: One of three types of plant tissues, being present in leaves,
roots, and stems. 

Homeostasis: See Chap. 1.

Horizontal gene transfer: Transmission and incorporation of DNA from one
species to another. 

Lipid raft: Cell membrane microdomain, enriched in cholesterol and certain
lipids.

Meiosis: A two-step cell division process in sexually reproducing organisms
that results in the production of gametes (egg and sperm) with a haploid set of
genetic material. 

Membrane potential: Potential difference across a cell membrane, with the
nearby area inside the cell being negative relative to the fluid outside. 

Morphogenesis: See Chap. 9.

Muscle tissue: One of four types of animal tissues, being contractile through
elongated cells containing actin and myosin proteins. 

Negative feedback: Response in such a way as to reverse the direction of change.

Nervous tissue: One of four types of animal tissues, containing neurons that
generate and conduct electrical signals in the body and glial cells that provide
support to neurons. 

Organ system: Groups of organs that contribute to a particular set of functions.

Organ: Part of organism capable of performing a special function. 

Plasmodesma: Connection between adjacent plant cells that allows
communication.

Population: Group of individuals that share one or more characteristics.

Positive feedback: Response that increases or amplifies the variable to which
it is responding. 

Posttranslational modification: Modification of a protein after its synthesis
from mRNA.

Primary active transport: Movement of a chemical substance across a membrane
against its chemical or electrical gradient while using energy derived from ATP. 

Prokaryote: See Chap. 2. 

Resting membrane potential: Potential difference across a membrane of an
excitable cell at rest.

Secondary active transport: Movement of molecules against their concen-
tration gradient, taking advantage of a previously established concentration
or electrical gradient that required energy consumption. 

Signature gene: Genes commonly expressed by all cell types. 

Sexual reproduction: Process in which two haploid gametes fuse to form a
diploid zygote with a different genome than that of either parent. 

Syncytium: Tissue composed of cells with cytoplasmic continuity. 
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Systems biology: Scientific discipline studying the interactions between the
components of complex biological systems.

Tight junction: Type of connection that joins adjacent animal cells together and
regulates intercellular passage of molecules.

Tissue: Combination of extracellular matrix and functionally united cells.

Vascular tissue: One of three types of plant tissues, providing the conduction
structures of plants called xylem and phloem.
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1, 3-bis- phosphoglycerates, 110
2-deoxyribose, 20
2-phosphoglycerate, 110
3-phosphoglycerate, 110, 136
3 to 5 exonuclease activity, 190
5 to 3 exonuclease activity, 190
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Amide bonds, 15
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Amphiphilic molecules, 33
Amplification, multistep pathways and, 95
Amyotrophic lateral sclerosis,

excitotoxicity and, 167
Anabolic pathways, 106
Anaerobic respiration, 106, 107–114

fermentation and, 164
regulation of, 112–114

Anaphase, 216, 218
Anaphase promoting complex (APC), 219
Anchoring junctions, 277
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Anhydride bonds, 25
Animal pole, 238
Animal proteins, 14
Animal starch, 23
Animal tissue, 280
Annealing, 181
Antagonists, 89, 98

ionotropic receptors and, 148
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Antenna pigments, 129, 131f
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241–243, 246, 249
Anthracyclines, 192
Antiapoptotic proteins, 103
Anticodon, 200
Antimetabolites, 193
Antioxidants, 123
Apical ectodermal ridge (AER), 248
Apoptosis, 87, 250–252

lysosomes and, 44
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free radicals, 123
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Aromatic amino acid decarboxylase

(AADC), 164
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Asexual reproduction, 261
A-site, 203
Aspartate, 164
Aspartate transcarbamoylase, 78
Aspirin, 72
Ast universal common ancestor (LUCA),

258
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ATPases, 272
ATP synthase, 124
ATP synthesis, 122–125, 135
Atypical protein kinase C (aPKC), 101
AUG codon, 200, 203
Autocleavage, 102
Autocrine communication, 169
Autocrine messengers, 86
Autopod, 249
Axis formation, 239–246
Axonal growth cone, 156
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neurotransmitters and, 164

Bad, 103
Balcavage, Walter X., 1–35
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β-arrestins, 88
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matrix and, 278
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β-catenin, 241
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Bi Bi systems, 67
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Binary fission, 261
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